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We investigate the set of completely positive, trace–nonincreasing linear maps acting on the setMN of mixed
quantum states of sizeN. Extremal point of this set of maps are characterized and itsvolume with respect to the
Hilbert–Schmidt (Euclidean) measure is computed explicitly for an arbitrary N. The spectra of partially reduced
rescaled dynamical matrices associated with trace–nonincreasing completely positive maps belong to theN–cube
inscribed in the set of subnormalized states of sizeN. As a by–product we derive the measure inMN induced by
partial trace of mixed quantum states distributed uniformly with respect toHS–measure inMN2 .
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1 Introduction

Modern application of quantum mechanics increased interest in the space of quantum states: positive operators normalized
by the assumption that their trace is fixed, Trρ = 1. For applications in the theory of quantum information processing it
is often sufficient to restrict the attention to the operators acting on a finite dimensional Hilbert space.

The setMN of density matrices of sizeN forms a convex body embedded inRN2−1. In other words it forms a cross-
section of the cone of positive operators with a hyperplane corresponding to the normalization condition. In the simplest
case of one qubit the setM2 is equivalent, with respect to the Hilbert-Schmidt (Euclidean) geometry, to a three dimen-
sional ball,B3. For higher dimensions the geometry ofMN gets more complicated and differs from the ballBN2−1 [1, 2].

Non trivial properties of the set of mixed quantum states attracted recently a lot of attention. The volumeV, the
hyperareaA and the radiusR of the maximal ball inscribed intoMN was computed with respect to theHilbert-Schmidt
measure [3], which leads to the Euclidean geometry. The volume of the set of quantum states was computed with respect
to theBures measure related to quantum distinguishability [4], and also with respect to a wide class of measures induced
by monotone Riemanian metrics [5, 6]. The setMN is known to be of a constant height [7], so the ratioA/V coincides
with the dimensionality of this set, equal toN2 − 1.

If N is a composite number, the density operators fromMN can represent states of a composed physical system. In this
case one defines the set of separable states, which forms a convex subset of the set of all states,Msep

N ⊂ MN . Although
a lot of work has been done to estimate the volume of the subsetof separable states [8, 9, 10, 11, 12, 13], the problem of
finding the exact value of the ratio Vol

(
Msep

N

)
/Vol

(
MN

)
remains open even in the simplest case of two qubits [14].

In parallel with investigation of the set of quantum states,one studies properties of the set of completely positive (CP)
maps which act onMN. Such maps are important not only from the theoretical pointof view: for instance linearCP
maps acting on a two–level quantum system correspond to linear optical devices used in polarisation optics [15]. Due to
Jamiołkowski isomorphism [16, 17], the set of trace preserving CP maps acting onMN forms aN4 − N2 dimensional
subset of theN4− 1 dimensional setMN2 of states acting on an extended Hilbert space,HN ⊗HN. In the simplest case of
N = 2 the structure of this 12–dimensional convex set of maps wasstudied in [18].

We start this paper by reviewing the properties of the set of subnormalized states for which Trρ 6 1. Such states are
obtained by taking the convex hull of the set of normalized states and the particular “zero state”. In the classical case,one
could argue that such a step is equivalent to increasing the number of distinguishable events by one, and renaming 0 into
N + 1. This reasoning is based on the fact that the set of subnormalized states of sizeN as well as the set of normalized
states of sizeN + 1 form N–dimensional simplices. However, this is not the case in thequantum set–up, in which the
set of subnormalized statesMsub

N hasN2 dimensions, in contrast toN2 + 2N dimensional setMN+1. The fact that the
dimensionality of the set of subnormalized states grows with the numberN of distinguishable states exactly asN2 plays a
key role in an axiomatic approach to quantum mechanics of Hardy [19].

http://arxiv.org/abs/quant-ph/0701143v2
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The main aim of this work is to describe the set of completely positive trace non-increasing maps which act on the set
MN of mixed states. We compute the exact volume of thisN4 dimensional set with respect to the Euclidean (Hilbert–
Schmidt) measure and characterize its extremal points. The trace non-increasing maps have a realistic physical motivation,
since they describe an experiment, for which with a certain probability the apparatus does not work. This could be an
interpretation of the “zero map” after action of which no result is recorded. Such maps are sometimes calledtrace
decreasing[20], but to emphasize that the set of these maps contains also all trace preserving maps, we prefer to use a
more precise name oftrace non–increasingmaps, (TNI).

The paper is organized as follows. In Section 2 we analyze theset of subnormalized states and compute its volume. The
measures in the set of mixed states induced by partial trace are investigated in Section 3. In Section 4 we define the set
of trace non–increasing maps and provide its characterization, while in Section 5 the volume of this set is calculated with
respect to the flat (Hilbert–Schmidt) measure. The set of extremal trace non–increasing maps is studied in Section 6.

2 Subnormalized quantum states

LetMN denote the set of normalized quantum states acting onN–dimensional Hilbert space

MN ≔
{
ρ : ρ†= ρ, ρ > 0, Tr ρ = 1

} ·

MN forms a convex set of dimensionality
(
N2 − 1

)
. In the simplest caseN = 2, this set is equivalent to theBloch ball,

M2 = B3 ⊂ R3.

Definition 1

An Hermitian, positive operatorσ is called asubnormalized state, if Tr σ 6 1.

The set of subnormalized states acting on theN–dimensional Hilbert spaceHN will be denoted byMsub
N . By construction

this set hasN2 dimensions and can be defined as a convex hull of the zero operator and the set of quantum states (see
Fig. 1),

Msub
N ≔

{
σ : σ†= σ, σ > 0, Tr σ 6 1

}
= conv hull

{
0,MN

} · (1)

For instance, the setMsub
2 forms a four–dimensional cone with apex at 0 and base formed by the Bloch ballM2 = B3. Note

that the dimension ofMsub
N growsexactlyas squared dimension of the Hilbert space. Due to this fact the subnormalized

states are a convenient notion to be used in an axiomatic approach to quantum theory [19].
In order to characterize the setMsub

N of subnormalized states we compute in this Section its volume with respect to the
flat HS–measure induced by theHilbert–Schmidt metric [3]. Consider the setM2 of 2×2 density matrices, parameterized
by the realBloch coherence vector~ξ ∈ B3,

ρ =
I2

2
+ ~ξ · ~Ξ , (2)

where~Ξ denotes the vector of three rescaled traceless Pauli matrices
(
σx/
√

2, σy/
√

2, σz/
√

2
)
. Note that with such a

normalization the radius of the Bloch ballB3 is given byR2 = 1/
√

2, as it can be obtained from the relation Trρ2
6 1.

With this definition, theHS–distance between any two density operators, defined as theHS (Frobenius) norm of their
difference, proves to be equal to the Euclidean distanceDE(~ξ1, ~ξ2) between the labeling Bloch vectors~ξ1, ~ξ2 ∈ B3 ⊂ R3,

DHS

(
ρ~ξ1
, ρ~ξ2

)
=

√
Tr

[(
ρ~ξ1
− ρ~ξ2

)2
]
=

∥∥∥∥~ξ1 − ~ξ2

∥∥∥∥ = DE(~ξ1, ~ξ2) · (3)

The above formula holds for an arbitraryN, provided that

ρ =
IN

N
+ ~ξ · ~Ξ , (4)
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Figure 1: The set of subnormalized states:(a) the set of eigenvalues forN = 3, (b) the convex cone ofN2 dimensions
with zero state at the apex and the

(
N2 − 1

)
dimensional setMN as the base.

the realcoherence vector~ξ in (4) is taken
(
N2 − 1

)
–dimensional and~Ξ now represents an operator–valued vector which

consists of
(
N2 − 1

)
traceless Hermitian generators of SU(N), fulfilling Tr

(
ΞiΞ j

)
= δi j . Note however that in this case the

geometry of the space of coherence vectors~ξ does not coincide with the ballBN2−1, but constitutes instead a convex subset
of it [2]. The condition Trρ2

6 1 yields the upper bound for the length of the coherence vector, |ξ| 6
√

(N − 1)/N ≕ RN.
In the caseN = 3 the vector~Ξ consists of the set of 8 normalized Gell–Mann matrices{Ξi}8i=1.

A metric space consisting of a setMN and a distanced is automatically endowed with a measure induced by the metric:
The measure is defined by the assumption that all balls of a fixed radius defined inMN with respect to the distanced have
the same volume.

The infinitesimalHS–measure around any matrixρ ∈ MN factorizes as [3]

dµHS (ρ) =

√
N

N !
dν∆ (Λ1, . . . ,ΛN) × dνHaar , (5)

where the factor dν∆ represents the measure in the simplex∆N−1 of eigenvaluesΛ1, . . . ,ΛN, while dνHaar depends on the
eigenvectors ofρ. The pre–factor

√
N emerges in (5) when we force the variablesΛ1, . . . ,ΛN to live on the simplex∆N−1.

This reduces the number of independent variables by one, since
∑N

i=1Λi = 1, and introduces a factor
√

detg in (5), where
g denotes the metric tensor in the (N − 1)–dimensional simplex. Such a metric arises due to a changefrom N linearly
dependent variables{Λi}Ni=1 to the (N − 1) linearly independent ones{Λi}N−1

i=1 .

The last factor dνHaar can be integrated on the entire complexflag manifold[21, 3] defined by the coset space,Fl(N)
C
≔

U(N)/[U(1)]N, that is the space of equivalence classes of matricesU diagonalising the givenρ. The volume of the flag
manifold induced by the parametrization used in (4) is givenby [3]

Vol
[
Fl(N)

C

]
=

∫

Fl(N)
C

dνHaar =
(2π)N(N−1)/2

1 ! 2 ! · · · (N − 1) !
· (6)
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Even after splitting off theN–phases of [U(1)]N, a residual arbitrariness still remains in the diagonalization of ρ, related
to the fact that different permutations ofN generically different eigenvaluesΛi belong to the same unitary orbit. This
explains the factorN ! in (5), given by the number of equivalentWeyl chambersof the simplex∆N−1.

The measure dν∆ (Λ1, . . . ,ΛN) reads [3]

dν∆(Λ1, . . . ,ΛN) = δ


N∑

i=1

Λi − 1


N∏

i=1

Θ(Λi)
∏

i< j

(
Λi − Λ j

)2
dΛ1 . . . dΛN , (7)

where the Dirac delta and the product of the Heaviside step functionsΘ ensure that the measure is concentrated on the
simplex∆N−1. Up to a normalization constant, the r.h.s. of the above equation defines a probability distribution on the
simplex,

dν∆(Λ1, . . . ,ΛN) ∝ P(2)
HS(Λ1, . . . ,ΛN) dΛ1 . . . dΛN , (8)

where the upper index 2 refers to the exponent in the last factor of equation (7). In random matrix theory it is commonly
denoted byβ and calledrepulsion exponent, as it determines the repulsion between adjacent eigenvalues. It is equal to 1,
2 and 4 for real, respectively complex, respectively symplectic ensembles of random matrices [22]. In this work we are
going to restrict our attention to complex density matricesso we fixβ = 2, but one may also repeat our analysis for other
universality classes.

For later purpose, we now introduce a bigger family of probability distributions, indexed by a real parameterα:

P(α,2)
N (Λ1, . . . ,ΛN) ≔ C(α,2)

N δ

1−
N∑

i=1

Λi


N∏

i=1

Θ(Λi) Λ
α−1
i

∏

i< j

(
Λi − Λ j

)2
, (9a)

with normalization constantC(α,2)
N given by

1

C(α,2)
N

≔

∫
δ

1−
N∑

i=1

Λi


N∏

i=1

Θ(Λi) Λα−1
i

∏

i< j

(
Λi − Λ j

)2
dΛ1 . . . dΛN =

∏N
j=1 Γ(1+ j) Γ[ j + (α − 1)]

Γ[N2 + (α − 1)N]
· (9b)

The probability distribution in (8) represents a special case ofP(α,2)
N , being

P(2)
HS(Λ1, . . . ,ΛN) = P(α,2)

N (Λ1, . . . ,ΛN)
∣∣∣
α=1

. (10)

Putting together equations (5–7) and (9b) one derives [3] the (HS–) volume of the setMN of mixed quantum states

Vol HS (MN) =
∫

MN

dµHS (ρ) =

√
N

N !

Vol
[
Fl(N)

C

]

C(1,2)
N

=
√

N (2π)N(N−1)/2 Γ (1)Γ (2) · · ·Γ (N)
Γ
(
N2

) · (11)

As shown later in this Section, the volume of the setMsub
N of subnormalized states can be easily obtained using the (flat)

Euclidean geometry as the volume of the cone with base given byMN . However, for later use, we shall first derive this
formula directly by integrating an extension of theHS–measure over the entire cone. Let us first formulate the following
Lemma, proved in Appendix A

Lemma 1

Consider a one parameter family of probability measures dνK(Λ1, . . . ,ΛN) defined on the setCH (N) ≔
conv hull

{
0,∆N−1

}

dνK(Λ1, . . . ,ΛN) =
N∏

i=1

Θ(Λi) ΛK−N
i

∏

i< j

(
Λi − Λ j

)2
dΛ1 . . . dΛN (12)
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and labeled by integersK > N. Then the volumeνK (CH (N)) reads

νK (CH (N)) =
∫

CH(N)
dνK(Λ1, . . . ,ΛN) =

1

KN C(K−N+1,2)
N

,

whereC(K−N+1,2)
N is the coefficient defined in (9b), withα = K − N + 1.

The measure dµsub
HS (σ) on the set of subnormalized statesMsub

N is given by

dµsub
HS (σ) =

1
N !

dνsub(Λ1, . . . ,ΛN) × dνHaar , (13)

and differs from the one of equation (5), relative to quantum normalized states, by the factor
√

N. In equation (5), such a
factor was due to the change of variables needed to express the volume elements in terms of the set of (N−1) independent
variables on the simplex∆N−1; in the present case we do not need to change the variables anymore, and the factor

√
N

does not appear.
Moreover, the definition of the measure dνsub on the entire setCH (N) of Lemma 1 used in equation (13) differs from

the one defined on the simplex∆N−1 and used in equation (7). In particular, forK = N equation (12) implies

dνsub(Λ1, . . . ,ΛN) = dνN(Λ1, . . . ,ΛN) = Θ


N∑

i=1

Λi − 1


N∏

i=1

Θ(Λi)
∏

i< j

(
Λi − Λ j

)2
dΛ1 . . . dΛN · (14)

In analogy to the derivation of the volume (11) of the set of normalized states, theHS–volume of the setMsub
N of subnor-

malized states can be earned by equations (13, 14, 6) and (9b)together with Lemma 1, in which we setK = N:

Vol HS

(
Msub

N

)
=

1
N !
× Vol

[
Fl(N)

C

]
× νN (CH (N)) = (2π)N(N−1)/2 Γ (1)Γ (2) · · ·Γ (N)

N2 Γ
(
N2

) · (15)

The above result can be obtained directly using the Archimedean formula for the Euclidean volume of theD–dimensional
cone of Figure 1 (panelb)

V =
1
D
· A · h , (16)

whereV is theD–dimensional volume of the (hyper–) cone representingMsub
N , A is the area of its (D − 1)–dimensional

baseMN, andh denotes its height, that is the distance between the base andthe apex (the latter corresponding to the state
σ0 = 0). Making use of the definition ofHS–distance (3), one gets the results



V = Vol HS

(
Msub

N

)

D = Dimension
(
Msub

N

)
= N2

A = Vol HS (MN)

h = DHS (MN, 0) = inf
ρ∈MN

DHS (ρ, 0) =
1
√

N

. (17)

Note thath = DHS (ρ⋆, 0), whereρ⋆ = IN/N denotes the maximally mixed state of Fig. 1, due to the following chain of
relations:

h2 = inf
ρ∈MN

D2
HS (ρ, 0) = inf

ρ∈MN

Tr ρ2 = inf
~Λ∈∆N−1

N∑

i=1

Λ2
i = inf

Λ1+···+ΛN=1

[
Λ2

1 + · · ·Λ2
N

]
=

1
N
· (18)

Substituting results of (17) into (16) we arrive at

Vol HS

(
Msub

N

)
=

Vol HS (MN)

N5/2
(19)

which, due to (11), is consistent with the volume given by (15).
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2.1 Generating random subnormalized mixed states with respect to HS measure

As we have already seen, theHS–measure endowsMN with the flat, Euclidean geometry. Moreover, as emphasized in
FIG. 1, the setMsub

N of subnormalized states constitutes with respect to this geometry anN2–dimensional cone, whose(
N2 − 1

)
–dimensional base isMN. Thus, directly from (1), every stateσ ∈ Msub

N can be decomposed as

σ = aρ + (1− a) 0 , (20)

whereρ ∈ MN, 0 is the null-state anda is a positive number less or equal to 1. Therefore generatingstates{σi} uniformly
in the cone means to distribute homogeneouslyρi in MN and to use them in (20). The weightsai ∈ [0, 1] must be
distributed accordingly to a density functionf (a) scaling asaN2−1. These random numbers may be obtained by inverting
the cumulative distribution functionF(x) ≔

∫ x

0
f (x) dx over uniformly distributed random numbersξi ∈ [0, 1], that is

generating homogeneouslyξi ∈ [0, 1] and takingai ≔ F−1(ξi) = ξ
1/N2

i . As a result, given a sequence ofHS–distributed
mixed states{ρi} ∈ MN , as the one studied in Section 3.1, and a sequence{ξi} of random numbers uniformly distributed
in [0, 1], one obtains an algorithmic prescription to generate a sequence ofHS–distributed random subnormalized states{
σi = ξ

1/N2

i ρi

}
·

3 Measure induced by partial trace of mixed states

The aim of this Section is to determine the measure induced ona bipartiteK × N quantum systemAB, represented by
means of an extended Hilbert spaceHAB = HA ⊗HB = CK ⊗CN, by partial tracing over one of the two subsystem. Such
measures will be essential in determining the volumes of various sets of maps, that is done in the subsequent Sections
of this work. Without loss of generality, we consider ancillary systemsA whose dimensionK is greater or equal to the
dimensionN of the systemB. The induced measure depends on the choice of the systems to trace over, and on the initial
distribution of the density operatorsρAB on the composite systemHAB . We start by analyzing a propaedeutic example:

3.1 Partial tracing over pure states

Consider random pure statesρAB = |ψAB〉〈ψAB| distributed according to the naturalFubini–Study (FS) measure. Such
a measure is the only unitarily invariant one on the space of pure states, and forN = 2 it gives the measure uniformly
covering the entire boundary of the Bloch ball [2]. A generalpure state can be represented in a product basis as

|ψAB〉 =
K∑

i=1

N∑

j=1

M j i |i〉A ⊗ | j〉B ·

The positive matrixρB = MM† is equal to the density matrix obtained by a partial trace on theK–dimensional spaceA,
ρB = TrA (ρAB). The spectrum ofρB coincides with the set of Schmidt coefficientsΛi of the pure state|ψAB〉. The matrix
M needs not to be Hermitian, the only constraint is the trace condition, Tr MM† = 1, that makesρB a density matrix.
Furthermore, the natural measure on the space of pure statescorresponds to takingM from the Ginibre ensemble [22] and
then renormalize them to ensure TrMM† = 1 [23]. The probability distribution of the Schmidt coefficients implied by the
FS measure onHA ⊗ HB is given by [24]

P(2)
N,K(Λ1, . . . ,ΛN) = B(2)

N,K δ

1−
∑

i

Λi


∏

i

Θ(Λi) ΛK−N
i

∏

i< j

(
Λi − Λ j

)2
, (21a)
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in which the upper index 2 is the repulsion exponent, as we deal with complex density matrices. The normalization
constantB(2)

N,K reads [23]

B(2)
N,K ≔

Γ(KN)
∏N−1

j=0 Γ (K − j) Γ (N − j + 1)
· (21b)

Observe that the entire distribution (9), including the normalization constant, can be tuned into eq. (21), provided we
chooseα − 1 = K − N. In particular, forα = 1, that isK = N, equation (10) shows that the induced distribution for
the eigenvalues ofρB coincides with theHS–distribution. Thus, generating normalized Wishart matricesMM†, with M
belonging to the Ginibre ensemble ofN × N matrices, becomes a useful procedure for producingN × N density matrices
HS–distributed, and the algorithm described in Section 2.1 becomes effective.

3.2 Partial tracing over random HS–distributed mixed states

Consider now a related problem of determining the probability distribution of statesρB = TrA (ρAB), as it is assumed that
the mixed statesρAB are distributed according to theHS–measure onMKN.

From Section 3.1 we know thatρAB itself can be generated by takingFS–distributed pure stateρA′B′AB = |ψA′B′AB〉〈ψA′B′AB|
in an extended Hilbert spaceHA′B′AB = HA′B′ ⊗ HAB = CKN ⊗ CKN and by partial tracing over the ancillary subsystem
A′B′. Putting all together we obtain

ρB = TrA
[
ρAB

]
= TrA

[
TrA′B′ (ρA′B′AB)

]
= TrAA′B′

[|ψA′B′AB〉〈ψA′B′AB|
] · (22)

The latter equation implies that the desired distribution is obtained by coupling theN–dimensional systemB to an en-
vironment of sizeNK2, generatingFS–distributed pure states in this overallN2K2 system, and finally tracing out the
environment. Hence the distribution of the spectrum ofρB is given byP(2)

N,NK2(Λ1, . . . ,ΛN) of equation (21).
In the rest of this Section we will consider the special caseK = N. This assumption corresponds to generating mixed

states distributed according to theHS measure on the spaceMN2 of bipartite systems, and tracing out one of them. In
particular we will focus on the simplest cases ofN = 2 (qubits) andN = 3 (qutrits).

3.3 Partial trace of two–qubits mixed quantum states

Let us start with the simplest caseN = 2, for which B(2)
N,N3 = B(2)

2,8 = 180 180 and the simplex∆1, corresponding to the
positiveΛ1,Λ2 such thatΛ1 + Λ2 = 1, is nothing but an interval [0, 1]. The probability distribution (21) reads in this case

P(2)
2,8(Λ1,Λ2) = 180 180δ (1− Λ1 − Λ2) Θ(Λ1) Θ(Λ2) Λ6

1 Λ
6
2 (Λ1 − Λ2)2 · (23)

We express the eigenvaluesΛ1 andΛ2 in terms of a real parameterr ∈
[
− 1

2 ,
1
2

]
≕ ∆̂1 as follows


Λ1 =

1
2 + r

Λ2 =
1
2 − r

(24)

and we earn from (23) the radial distribution inside the Bloch ball

P̃(r) = 720 720 χ
∆̂1

(r)

(
1
4
− r2

)6

r2 , (25)

whereχ
∆̂1

(r) denotes the indicator function of the simplex∆̂1 (see FIG. 2a).
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3.4 Partial trace of two–qutrits mixed quantum states

For N = 3 the eigenvaluesΛ1,Λ2 andΛ3 can be expressed in polar coordinates(r, φ) in a form similar to (24),


Λ1 =
1
3 + r cos

(
φ + 2

3π
)

Λ2 =
1
3 + r cos(φ)

Λ3 =
1
3 + r cos

(
φ − 2

3π
) · (26)

Similarly as before, we indicate witĥ∆2 the counter–image of the simplex∆2, that is the set in the(r, φ) plane such that
(Λ1 (r, φ) ,Λ2 (r, φ) ,Λ3 (r, φ)) ∈ ∆2.
Computing the Jacobian of the transformation (26) (withΛ3 = 1−Λ1−Λ2) we see that the volume element transforms as

dV = dΛ1 dΛ2 =

√
3

2
× χ

∆̂2
(r, φ) × r dr dφ .

The value of the radial variabler is related to the purity of the mixed state, 3/2 r2 = Tr ρ2 − 1/3, where Trρ2 = Λ2
1 + Λ

2
2 + Λ

2
3 .

The constantB(2)
N,N3 follows from (21b)

B(2)
3,27 =

80!
12 · 24! · 25! · 26!

·

We are now in the position to compute for this case the explicit probability distribution (21)

P(2)
3,27(Λ1,Λ2,Λ3) = B(2)

3,27 χ∆2
(Λ1,Λ2,Λ3) Λ24

1 Λ
24
2 Λ

24
3 (Λ1 − Λ2)2 (Λ1 − Λ3)2 (Λ2 − Λ3)2 , (27)

that in the polar plane reads

P̃(r, φ) =
9
64

80!
24! · 25! · 26!

χ
∆̂2

(r, φ) r6 sin2 (3φ)

(
1
27
− 1

4
r2 +

1
4

r3 cos(3φ)

)24

· (28)

The latter distribution is invariant under the transformationsφ→ −φ andφ→ φ + 2kπ/3, k ∈ Z, as shown in FIG. 2.

4 Trace–non–increasing maps

A generic state of aN–dimensional quantum system is completely described once apositive, Hermitian and normalized
density matrixρ ∈ MN is given. In order to analyze and classify the set of all possible physical operations on a quantum
system, we need to describe the set ofsuperoperatorsΦmappingMN onto itself. The linearity of physical operations can
be expressed by forcing the superoperatorΦ :MN 7→ MN to act as a matrix action on the “vector”ρ, that is

ρ′ = Φρ or ρ′mµ = Φmµ
nν
ρ nν

We use Einstein summation convention for indices appearingtwice. In order to map the domainMN onto itself, the linear
super–operatorΦmust fulfill these additional

Properties 1

i) ρ′ =
(
ρ′

)† ⇔ Φmµ
nν
= Φ∗µm

νn
(29a)

ii) Tr ρ′ = Tr ρ = 1 ⇔ Φmm
nν
= δ nν (29b)

iii) ρ′ > 0 ⇔ Φmµ
nν
ρ nν > 0 when ρ > 0 · (29c)
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Figure 2: Induced distributions in the simplices of eigenvalues obtained by partial trace of mixed states ofN × N systems
distributed according toHS measure. (a) N = 2, ∆̂1 = [−1/2, 1/2]. Comparison of an histogram with theoretical
prediction (25) represented by solid line.(b) N = 3. Contour lines of the distribution (28) in the simplex∆̂2. (c) N = 3.
Plot obtained numerically for 105 random states of sizeN2 = 9.

In particular, all the superoperatorsΦ fulfilling property (29b) are calledtrace preserving(TP). For any givenΦ, it proves
convenient to introduce thedynamical matrix DΦ, uniquely and linearly obtained from the superoperator by reshuffling
the indices [25, 26]:

D mn
µν
= Φmµ

nν
· (30)

The dynamical matrix can be thought as a matrix on a bipartiteN × N quantum systemAB, represented by means of an
extended Hilbert spaceHAB of the same kind of the one in Section 3, so thatD mn

µν
= A〈m| ⊗B 〈n|DΦ |µ〉A ⊗ |ν〉B.

In terms ofDΦ, Properties 1 can be re–expressed as follows:

Properties 2

i) ρ′ =
(
ρ′

)† ⇔ D mn
µν
= D∗µν

mn
so D

Φ
= D†

Φ
(31a)

ii) Tr ρ′ = Tr ρ = 1 ⇔ D mn
mν
= δ nν so TrADΦ = IN (31b)

iii) ρ′ > 0 ⇔ D mn
µν
ρ nν > 0 when ρ > 0 (31c)

In the following we will focus on the setCPN of mapsΦ : B(CN) 7→ B(CN) that arecompletely positive[27], that is on
mapsΦ such that for every identity mapIK : CK 7→ CK the extended mapsΦ ⊗ IK : B(CN) ⊗ CK 7→ B(CN) ⊗ CK are
positive (hereB(CN) is the Banach space of bounded linear operators onCN). A very important property characterizes
the dynamical matrixDΦ of a completely positive (CP) mapΦ:

Theorem (Choi [28]) : A linear mapΦ is completely positive if and only if the corresponding dynamical
matrix DΦ is positive.

Note that property (31c) holds true in general once that the positivity of the matrixDΦ is proved for product states of
CN ⊗ CN, as stated in the Jamiołkowski Theorem [16]. This property is implied by complete positivity, that is a stronger
condition. If we combine equations (31a–31b) with the complete positivity, we observe that for any givenΦ ∈ CPTP

N
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(i.e. the set of completely positive trace preserving maps), its rescaled dynamical matrixρΦ ≔ DΦ/N possesses the
three properties of Hermiticity, positivity and normalization. ThusρΦ belongs to the setM

N2 of density matrices of size

N2. This leads to the celebrated Jamiołkowski isomorphism [16], that maps the entire setCPTP
N of quantum maps onto a

proper (N4−N2)–dimensional subset of the setM
N2 of quantum states on extended system. This subset, denoted byMI

N2

, contains all statesρ such that TrAρ = IN. TheN2 constraints reducing the dimension ofM
N2 come from equation (31b).

With the aim of removing theseN2 constraints, we introduce a family of linear maps:

Definition 2

A linear positive mapΦ is calledtrace–non–increasing(TNI), if Tr Φ(ρ) 6 Tr ρ = 1 for anyρ ∈ MN .

We state now a Lemma that makes a link betweenCP–TNI maps and their images given by Jamiołkowski isomorphism,
that is the set of their (rescaled) dynamical matrices:

Lemma 2

For any givenΦ ∈ CPTNI
N , its rescaled dynamical matrixσΦ ≔ DΦ/N is Hermitian (according to (31a)),

positive (as in the statement of Choi Theorem) and fulfills the following constraint:

ii ′) Tr Φ(ρ) = Tr ρ′ 6 Tr ρ = 1 ⇔ TrA σΦ 6
IN

N
· (32)

For a proof of this Lemma, see Appendix B. Note that the above constraint is a kind of a relaxation of (31b). Thereduced
and rescaled dynamical matrixTrAσΦ belongs then to a subset of the setMsub

N defined in (1). To specify this subset
consider the following set ofsub–tracial states

M�N ≔
{
σ ∈ Msub

N : σ 6
IN

N

}
=

{
σ ∈ Msub

N : max [EV (σ)] 6
1
N

}
, (33)

whereEV (σ) denotes the set of eigenvalues ofσ. Note that the setM�N coincides, up to rescaling byN, with the set of
positive Hermitian operatorsEi fulfilling Ei 6 IN . A collection of such operators, which satisfies the relation

∑
i Ei = IN ,

is calledPOVM (PositiveOperatorValuedMeasure) and plays a crucial role in the theory of quantum measurement [2].
Definition (33) allows us to rewrite condition (32) as

Φ ∈ CPTNI
N ⇔ TrA σΦ ∈ M�N · (34)

Finally, we can summarize the result of equation (34), in thenext

Proposition

Every trace non increasing mapΦ ∈ CPTNI
N can be represented by a sub–tracial state ˇσΦ ∈ M�N ⊂ Msub

N ,
whose explicit expression is given in terms of the rescaled dynamical matrixσΦ of Lemma 2 by

σ̌Φ ≔ TrA σΦ =
1
N

TrA DΦ ·

Moreover, the rescaled dynamical matrixσΦ offers itself another representation ofΦ into anN4–dimensional
proper subset ofMsub

N2 , as one can derive from the right hand side of (32) that

Tr σΦ = TrAB σΦ = TrB (TrA σΦ) 6 TrB (IN/N) = 1 ·

In the next Definition 3, we will denote this set withM⊞
N2.
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MapΦ
Rescaled dynamical

matrixσΦ
Reduced and rescaled
dynamical matrix ˇσΦ

CP TracePreserving maps CPTP
N MI

N2 =
(
M

N2 ∩M⊞N2

)
IN
N ∈

(
M

N
∩M�

N

)

CP TraceNon Increasing maps CPTNI
N M⊞

N2 ⊂ Msub
N2 M�

N
⊂ Msub

N

Table 1: The two kinds ofCP-TP andCP–TNI maps analyzed in this Section are mapped in the set of their correspondent
superoperatorsΦ, the set of their rescaled dynamical matricesσΦ, and the set of their representative sub–tracial states ˇσΦ.
Inclusion relations between the sets under consideration are explicitly shown in the table.

Definition 3

M⊞N2 ≔

{
σ ∈ Msub

N2 : TrA σ ∈ M�N
}

.

To clarify the notation used we collect the sets of states andmaps considered in table 1.
In the space of theN–eigenvalues ofN×N positive Hermitian matrices, the setM�N of sub–tracial states defined in (33)

consists of a cube inscribed into the setMsub
N of subnormalized states of sizeN. Such a multi–dimensional cube has a

vertex in the origin, is oriented along axes, and touches thesimplex of quantum statesMN in a single pointIN/N, as shown
in FIG. 3 forN = 2 andN = 3. Observe that every ˇσΦ ofM

N
can be rescaled in order to let it belong to the cube ofM�

N
.

In terms of maps it means that everyΦ ∈ CPN can be mixed with the 0 map in order to become trace–non–increasing.
The setM⊞

N2 of CP–TNI maps hasN4 dimensions. It contains theN4−N2 dimensional setMI

N2 of CP–TP maps, which

satisfy TrΦ(ρ) = Tr (ρ), as a subset. The setCPTP
N forms extremal points inCPTNI

N .

5 Volume of the set ofCP TNI maps

In Section 4, the Jamiołkowski isomorphisms allowed us to establish links between superoperatorsΦ ∈ CPTNI
N , rescaled

dynamical matricesσΦ = TrA σΦ ∈ M⊞N2 , and sub–tracial states ˇσΦ ∈ M�N. In this Section we will make use of this

representation aiming to define a measure inCPTNI
N and compute its volume.

We start defining theHilbert Schmidt measure dµ⊞HS on the space of trace non–increasing mapsΦ ∈ CPTNI
N as theHS

measure of their representative reduced dynamical matricesσΦ ∈ M⊞N2 ⊂ Msub
N2 . Such a measure is analogous to the one

introduced in (13–14), restricted fromMsub
N2 toM⊞

N2 , and reads

dµ⊞HS (Φ) = dµsub
HS (σΦ)

∣∣∣∣∣M⊞
N2⊂M

sub
N2

=
1

N2!
dνsub(Λ1 , . . . ,ΛN2)

∣∣∣∣∣M⊞
N2⊂M

sub
N2

× dνHaar · (35)

HereΛ1 , . . . ,ΛN2 denote the eigenvalues of the matrixσΦ of sizeN2.
The restriction of the space fromMsub

N2 toM⊞
N2 does not affect the Haar measure on the entire complex flag manifold

Fl(N
2)

C
, given by the coset space U(N2)/[U(1)]N2

of equivalence classes of unitary matrices of eigenstates of σΦ. The
volume of this flag manifold follows from (6)

Vol
[
Fl(N

2)
C

]
=

∫

Fl(N
2)

C

dνHaar =
(2π)N2(N2−1)/2

1 ! 2 ! · · · (N2 − 1) !
· (36)
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Figure 3: The set ofCP trace-non-increasing mapsΦ ∈ CPTNI
N represented, by means of the Jamiołkowski isomorphism,

as the subsetM�
N

of the set of subnormalized statesMsub
N , in terms of the reduced and rescaled dynamical matrices

σ̌Φ = TrAσΦ. The eigenvalues of these matrices ˇσΦ span anN–dimensional cube inscribed into the set of subnormalized
states of sizeN, here plotted for(a) N = 2 and(b) N = 3.

In order to parallel (11) and (15) we need to compute the volume spanned by the eigenvalues of matrices contained in
M⊞

N2 according to the measure dνsub(Λ1 , . . . ,ΛN2), multiply it by the volume (36) of the flag manifoldFl(N
2)

C
and divide

the result byN2! as in (35). Performing this task one obtains

Vol HS

(
CPTNI

N

)
=

1
N2!

Vol
[
EV

(
M⊞N2

)]
× Vol

[
Fl(N

2)
C

]
=

1
N2!

∫

EV
(
M⊞

N2

) dνsub(Λ1 , . . . ,ΛN2) × Vol
[
Fl(N

2)
C

]
· (37)

Note that the operation of partial trace maps the setM⊞
N2 intoM�

N
. Assuming that mixed states fromM⊞

N2 ⊂ Msub
N2 are

distributed according to theHS measure, we need to analyze the measure induced inM�
N
⊂ Msub

N
by partial trace.

In Section 3.2 we described how the normalizedHS–distribution onMNK, whose expression is equivalent to the induced
distributionP(2)

NK,NK (Λ1, . . . ,ΛNK) of equation (21), is mapped by partial tracing into the distributionP(2)
N,NK2 (Λ1, . . . ,ΛN).

In particular, forK = N, theHS–distribution onMN2 is mapped intoP(2)
N,N3 (Λ1, . . . ,ΛN).

In a completely equivalent way, the measure dνsub(Λ1, . . . ,ΛN2) = dνN2(Λ1, . . . ,ΛN2) of equation (35) is transformed
by partial tracing into the measure dνN3(Λ1, . . . ,ΛN), and (37) yields

Vol HS

(
CPTNI

N

)
=

1
N2!

∫

EV
(
M⊞

N2

) dνN2(Λ1 , . . . ,ΛN2) × Vol
[
Fl(N

2)
C

]
=

Vol
[
Fl(N

2)
C

]

N2!

∫

EV(M�N)
dνN3(Λ1 , . . . ,ΛN) . (38)

Making use of (12) and (36) we arrive at

Vol HS

(
CPTNI

N

)
=

(2π)N2(N2−1)/2

1 ! 2 ! · · ·N2 !

∫ N∏

i=1

Θ

(
1
N
− Λi

)
×

N∏

i=1

Θ(Λi) ΛN3−N
i

∏

i< j

(
Λi − Λ j

)2
dΛ1 . . . dΛN , (39)
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where we have made explicit the domain of integration using the Heaviside step functionΘ. Last integral can be computed
using next Lemma 3, whose proof is in Appendix C.

Lemma 3

On theN–dimensional cube�N ≔
[
0, 1

N

]N
, consider the one parameter family of measures dν�K(Λ1, . . . ,ΛN)

dν�K(Λ1, . . . ,ΛN) =
N∏

i=1

Θ

(
1
N
− Λi

)
Θ(Λi) Λ

K−N
i

∏

i< j

(
Λi − Λ j

)2
dΛ1 . . . dΛN · (40)

labeled by any integerK > N. Then the volumeν�K (�N) reads
∫

�N

dν�K(Λ1, . . . ,ΛN) =
I (K − N + 1, 1, 1,N)

NKN
, (41)

whereI (K − N + 1, 1, 1,N) is the Selberg’s integral [22]

I (K − N + 1, 1, 1,N) =
N∏

j=1

Γ (1+ j) Γ (K − N + j) Γ ( j)
Γ (2) Γ (K + j)

· (42)

Finally, using Lemma 2, equation (39) yields the final formula for theHS volume of the set ofTNI maps

Vol HS

(
CPTNI

N

)
=

(2π)N2(N2−1)/2

1 ! 2 ! · · ·N2 !

∫

�N

dν�N3(Λ1, . . . ,ΛN)

=
(2π)N2(N2−1)/2

1 ! 2 ! · · ·N2 !

N∏

j=1

Γ (1+ j) Γ
(
N3 − N + j

)
Γ ( j)

NN3
Γ
(
N3 + j

) (43)

Equation (38) implies that theHS volume of the set ofCP–TNI maps is proportional to the volume of the set of sub–
tracial statesM�N of (33) computed according to the induced measure dνN3(Λ1 , . . . ,ΛN). In particular Lemma 3 allows
us to compute such a volume, which is in turn proportional to the volume spanned by all possible elements of aPOVM,
according to any given induced measure dνK(Λ1 , . . . ,ΛN). Moreover, as we explained in the Remark of page 17, also the
volume of all sub–normalized statesMsub

N can be computed according to the any induced measure. For comparison, we
present below their ratio for any value of parameterK, reminding the reader that in the former calculations we setK = N3.

VolN,K
(
M�N

)

VolN,K
(
Msub

N

) = NK
NNK

C(K−N+1,2)
N × I (K − N + 1, 1, 1,N) =

(NK) !
NNK

N∏

j=1

Γ ( j)
Γ (K + j)

·

6 Extremal CP TNI maps

We start this Section by introducing another representation for CP–TNI mapsΦ : ρ 7−→ ρ′, alternative to the one described
in Section 4, and summarized in the next Lemma 4 (for a proof see Appendix D).

Lemma 4

For any givenCP–TNI mapΦ, its action on density matricesρ ∈ MN can be described by using a discrete
family of N × N operatorsAµ, whose numberS does not exceedN2. The explicit action of the mapΦ reads

Φ (ρ) =
S∑

µ=1

Aµ ρ A†µ (44a)
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and the matricesAµ fulfill
S∑

µ=1

A†µ Aµ = N σ̌T
Φ , (44b)

where the sub–tracial state ˇσΦ ∈ M�N is given by the reduced and rescaled dynamical matrix correspondent
to the mapΦ, as in the Proposition of pag. 10, andσT meanstranspose ofσ. Conversely, ifS 6 N2 operators
Aµ of sizeN × N fulfill

1
N

S∑

µ=1

A†µ Aµ = σ̌ ∈ M�N , (45a)

then

Φ (ρ) ≔
S∑

µ=1

Aµ ρ A†µ (45b)

defines aCP–TNI map.

WhenΦ is a CP–TP map, that is when ˇσ
Φ
= σ̌T

Φ
= IN/N, then equations (44) define the usualKraus–Stinespring

representation and the operatorsAµ are saidKraus operators. In this sense Lemma 4 can be seen as an extension of the
KS–representation.

We aim to use the previous Lemma on a particular sub–class ofCP–TNI maps, represented by very trivial sub–tracial
states, as in the following

Definition 4

We say that a mapΦ ∈ CPTNI
N is k–extremalif its representative sub–tracial state ˇσΦ ∈ M�N is diagonal and

possesses exactlyk non vanishing entries, all equal to 1/N. Those sub–tracial states represent maximally
mixed states ink–dimensional subspace. In the following such maps will be denoted byΦk.

LetΩN denote the ordered set of positive integer less or equal toN, and letP (ΩN) be the set “sorted parts ofΩN”, that
is the set of all possible ordered collections of elements ofΩN. Consider the partition

P (ΩN) =
N⋃

k=0

Pk (ΩN) , (46)

where eachPk (ΩN) contains exactlyk elements,P0 (ΩN) = {∅} andPN (ΩN) = {ΩN}. Thus it proves convenient to use
the natural isomorphism

ζ ∈ Pk (ΩN) ∼ σ̌ζ =
1
N

∑

ℓ∈ζ
| ℓ 〉 〈 ℓ | (47)

for labeling the set ofk–extremalCP–TNI maps: see Figure 4 for an example withN = 3, on which

P3 (Ω3) = {Ω3} = {{1, 2, 3}} , P2 (Ω3) = {{1, 2} , {1, 3} , {2, 3}} , P1 (Ω3) = {{1} , {2} , {3}} and P0 (Ω3) = {∅} .

The vectors| ℓ 〉 are meant to be orthonormal . Figure 4 illustrates another geometrical meaning of the integer numberk
labeling ak–extremal map: it is proportional to thetaxi distancein RN between~0 and the vector of diagonal entries of
σ̌ζ , that is the minimal number of sides connecting 0 to ˇσζ in the plot of eigenvalues.

From (47) we earn that ˇσζ is essentially a projector operator rescaled byN, σ̌ζ = Pζ/N: we denote asMζ the image of
MN obtained by projection,

Mζ ≔

⋃

ρ∈MN

Pζ ρ Pζ ⊂ Msub
N . (48)

Using the isomorphism (47), Lemma 4 can be re–phrased as follows:
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Figure 4: Set ofCP–TNI maps with extremal points marked. In particular(♣) marks theCP–TP mapΦ3 = I3/3, (♦)
marks the 0 mapΦ0 = 0, (♥) and(♠) marks mapsΦ2, respectivelyΦ1.

Lemma 5

For any givenk-extremalCP–TNI mapΦk, that is for any givenζ ∈ Pk (ΩN), its action on density matrices
ρ ∈ MN can be described by using a discrete family ofN×N operatorsAµ, whose numberS does not exceed
N2. The explicit action of the mapΦk reads

Φ (ρ) =
S∑

µ=1

Aµ ρ A†µ (49a)

and the matricesAµ fulfill
S∑

µ=1

A†µ Aµ = N σ̌ζ . (49b)

Simply using the previous Lemma 5 we deduce the following

Properties 3

LetΦk be ak-extremalCP–TNI map, represented by some ˇσζ , with ζ ∈ Pk (ΩN). Then it holds true:

1) whenk = N, ΦN belongs toCPTP
N . Whenk < N the trace preserving condition becomesρ–dependent:

neverthelessΦk ∈ CPTNI
N acts as aTracePreserving map onρ ∈ Mζ ;

2) acting on the maximally mixed stateρ⋆ ≔ IN/N reveals the parameterk, being Tr
[
Φk (ρ⋆)

]
= k/N;

3) Msub
N ⊇ Φk (ρ⋆) = (k/N)ω, for someω ∈ MN. Whenk = N andΦ is unital, thenω = ρ⋆ .
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Proof of Properties 3:

1) Tracing both sides of equation (49a), using the cyclicity property of the trace, and inserting (49b), one obtains
Tr

[
Φk (ρ)

]
= Tr

(
N σ̌ζ ρ

)
= Tr

(
Pζ ρ

)
, wherePζ is the projector of equation (48). Then using the property ofprojector

and ciclicity, together with definition (48), one gets

Tr
[
Φk (ρ)

]
= Tr

(
P2
ζ ρ

)
= Tr

(
Pζ ρPζ

)
. (50)

Assuming thatρ ∈ Mζ means, according to definition (48), that it exists a quantumstatex ∈ MN such thatρ = Pζ x Pζ ,
so that

Tr
[
Φk (ρ)

]
= Tr

(
P2
ζ x P2

ζ

)
= Tr

(
Pζ x Pζ

)
= Tr (ρ) , (51)

andΦk shows trace preservation onMζ. In particular, fork = N,Mζ =MN and (51) holds in full generality.

2) From the same lines of previous point (1) one gets: Tr
[
Φ (ρ⋆)

]
= Tr

(
N σ̌ζ IN/N

)
= Tr

(
Pζ

)
/N = k/N.

3) We deduce from Lemma 5 that

Φ (ρ⋆) =
1
N

S∑

µ=1

Aµ A†µ , (52)

that is positive and Hermitian too. Its normalization, computed in previous point (2), makes this state a sub–normalized
state. The second statement in (3) is actually the definition ofCP unital maps.

As a particular example, we will consider now the case ofk-extremalCP–TNI mapsΦk associated with rescaled dynamical
matrices that areproduct states, σζ = ω ⊗ σ̌ζ for someω ∈ MN andζ ∈ Pk (ΩN). For this very special case, the action of
Φk on a genericρ ∈ MN reads

Φ (ρ) = ω Tr
(
Pζ ρ

)
: (53)

the mapΦk sends the entirek–dimensional subspace spanned byMζ into ω, whereas the complementary subspace is
annihilated.

7 Concluding Remarks

In this work we investigated the set of subnormalized quantum states and the set of completely positive, trace non–
increasing maps. In particular we computed the volume of theset of subnormalized states and provided an algorithm to
generate such states randomly with respect to theHilbert–Schmidt (Euclidean) measure.

We described the structure of the set ofCP–TNI maps and computed its volume. It is worth to emphasize that uptill
now no exact result for the Hilbert-Schmidt volume of the setof CP–TP maps is known, (although some estimates can be
done [29]). On the other hand, in this work we obtained an exact result for theHS volume of the set ofTNI maps, which
includes the set ofTP maps.

Our paper contains several side results worth mentioning. In particular, we found:

a) the probability distribution of states obtained by partial trace of mixed states of the bi–partite system distributed ac-
cording to theHilbert–Schmidt measure;

b) the volume of the sets of normalized, subnormalized and subtracial states with respect to the measures induced by
partial trace;

c) an interpretation of the extremal trace non–increasing maps, which act as trace preserving on certain subspaces.
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A Proof of Lemma 1

For any givent ∈ R+, consider the quantity

G (t,N,K) ≔
∫
Θ

t −
N∑

i=1

Λi


N∏

i=1

Θ(Λi) ΛK−N
i

∏

i< j

(
Λi − Λ j

)2
dΛ1 . . . dΛN , (54)

whereΘ is the Heaviside step function, fulfillingΘ (tx) = Θ (x) for every positivet. By rescaling the variablesΛi → tλi

we get

G (t,N,K) = tNK
∫
Θ

1−
N∑

i=1

λi


N∏

i=1

Θ(λi) λK−N
i

∏

i< j

(
λi − λ j

)2
dλ1 . . . dλN ·

Comparing with (54) gives us the scaling relationG (t,N,K) = tNK G (1,N,K). By taking the derivative att = 1, we
obtain

[
d
dt

G (t,N,K)

]∣∣∣∣∣∣
t=1

= NK ·G (1,N,K) , (55)

and equation (54), together with (9b), yield
[

d
dt

G (t,N,K)

]∣∣∣∣∣∣
t=1

=

∫
δ

1−
N∑

i=1

Λi


N∏

i=1

Θ(Λi) ΛK−N
i

∏

i< j

(
Λi − Λ j

)2
dΛ1 . . . dΛN =

1

C(K−N+1,2)
N

·

Observe thatG (1,N,K) on the r.h.s. of (55) is nothing but the integral in the statement of Lemma 1, so the result follows.

Remark (Volume ofM
N

andMsub
N

with respect to induced measures)

The one parameter measure dνK(Λ1, . . . ,ΛN) introduced in Lemma 1 is called induced measure [23],
and appears as natural measure for reduced density matricesof pure states equidistributed on a bipartite
system of dimensionN × K. As it is evident by comparing (7) and (12), theHS–distribution coincides
with dνN(Λ1, . . . ,ΛN), and with respect to this specific measure we compute the volumes ofMN and of
Msub

N , given by equation (11) and (15). As a by–product of Lemma 1, we are able to compute the volumes
of quantum states and that of sub–normalized states also in the case of induced measure for arbitraryK,

VolN,K (MN) =

√
N

N !

Vol
[
Fl(N)

C

]

C(K−N+1,2)
N

=
√

N (2π)N(N−1)/2 Γ (K − N + 1)Γ (K − N + 2) · · ·Γ (K − 1)Γ (K)
Γ
(
N2

)

and

VolN,K
(
Msub

N

)
=

1
N !

Vol
[
Fl(N)

C

]

NK C(K−N+1,2)
N

= (2π)N(N−1)/2 Γ (K − N + 1)Γ (K − N + 2) · · ·Γ (K − 1)Γ (K)
NK Γ

(
N2

) ·
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B Proof of Lemma 2

Let us defineε(Φ)
nν ≔ Φmm

nν
= D mn

mν
. From (31a) it follows thatε(Φ) is Hermitian. For any givenρ ∈ MN, the hypothesis

Φ ∈ CPTNI
N impliesρ′mm = Φmm

nν
ρ nν = ε

(Φ)
nν ρ nν = Tr

(
ε(Φ)ρ

)
6 1 = Tr (INρ).

In other words
Tr

[(
IN − ε(Φ)

)
ρ
]
> 0 , ∀ρ ∈ MN · (56)

The matrix
(
IN − ε(Φ)

)
is Hermitian, thus there exists a unitaryU(Φ) such thatU(Φ)

(
IN − ε(Φ)

)
U†(Φ) = Ξ

(Φ), with Ξ(Φ)

diagonal. Equation (56) must hold for allρ ∈ MN, so that will hold in particular on the sequence of density matrices

ρ(Φ,i) = U†(Φ) | i 〉 〈 i |U(Φ) · (57)

Inserting each of theN matrices of (57) into equation (56), and using the cyclic property of the trace, one obtains

Ξ
(Φ)
ii > 0 , ∀ 1 6 i 6 N , (58)

or equivalently

ε
(Φ)
ii 6 1 , ∀ 1 6 i 6 N . (59)

Now (32) follows by observing thatε(Φ) = N TrAσΦ.

C Proof of Lemma 3

Directly from (40–41) we write

∫

�N

dνK(Λ1, . . . ,ΛN) =
∫ N∏

i=1

Θ

(
1
N
− Λi

)
Θ(Λi) ΛK−N

i

∏

i< j

(
Λi − Λ j

)2
dΛ1 . . . dΛN ·

By rescaling variablesΛi → λi/N , one obtains the result

∫
dνK(Λ1, . . . ,ΛN) = N−NK

∫ N∏

i=1

Θ (1− λi) Θ(λi) λK−N
i

∏

i< j

(
λi − λ j

)2
dλ1 . . . dλN

=
1

NKN

∫ 1

0
· · ·

∫ 1

0

N∏

i=1

λK−N
i

∏

i< j

(
λi − λ j

)2
dλ1 . . . dλN

equivalent to eq. (41) (see [22] for the definition of the Selberg’s integral).

D Proof of Lemma 4

In Section 4 we decided to express everyCP–TNI mapΦ : ρ 7−→ ρ′ in terms of a linear superoperatorΦ and a related
dynamical matrixDΦ, as follows

ρ′ik = Φ ik
jℓ
ρ jℓ = D i j

kℓ

ρ jℓ . (60)



19

According to Lemma 2, theN2 × N2 dynamical matrixDΦ is Hermitian and positive, thus one can benefit of its spec-
tral decomposition. Defining as

∣∣∣m(µ)
〉
≔

∑
i j m(µ)

i j | i; j 〉 theµth (bi–indexed) eigenvector ofDΦ, corresponding to the

eigenvaluem(µ) ∈ R+, the square root decomposition reads

DΦ =
S∑

µ=1

m(µ)
∣∣∣m(µ)

〉 〈
m(µ)

∣∣∣ =
S∑

µ=1

(√
m(µ)

∣∣∣m(µ)
〉) (√

m(µ)
〈
m(µ)

∣∣∣
)
=

S∑

µ=1

∣∣∣Aµ

〉 〈
Aµ

∣∣∣ , (61)

with
[
Aµ

]
i j
≔

√
m(µ) m(µ)

i j andS is given by the number of eigenvalues ofDΦ different from zero. Equation (61) can be

re–expressed in matrix form as

D i j
kℓ
=

S∑

µ=1

[
Aµ

]
i j

[
Aµ

]
kℓ

, (62)

where the symbolx denotes the complex conjugate ofx. Now we observe that the each bi–indexed vector
[
Aµ

]
i j

, of size

N2, can be seen as a square matrix of sizeN, and reshuffling its indexes one gets
[
Aµ

]
kℓ
=

[
A†µ

]
ℓk

. Equation (60) becomes

ρ′ik = D i j
kℓ

ρ jℓ =

S∑

µ=1

[
Aµ

]
i j
ρ

jℓ

[
A†µ

]
ℓk

, (63)

that is the matrix form of (44a).
The explicit matrix form of the l.h.s. of (44b) reads

S∑

µ=1

[
A†µ Aµ

]
i j
=

S∑

µ=1

N∑

ℓ=1

[
A†µ

]
iℓ

[
Aµ

]
ℓ j
=

N∑

ℓ=1

S∑

µ=1

[
Aµ

]
ℓ j

[
Aµ

]
ℓi
=

N∑

ℓ=1

D ℓ j
ℓi
=

[
TrADΦ

]
ji

, (64)

where we made use of (62), so that (44b) follows from the Proposition of pag. 10.
To prove the second part of the Lemma, one simply notes that the r.h.s of (61) always defines a positive and Hermitian

N2 × N2 matrix D, no matter of whichS complexN × N matrices have been used. The additional constraint that makes
D becoming a dynamical matrix, representative of someCP–TNI mapΦ, is given by (34). Imposing (34), in terms of the
family of matricesAµ, is equivalent of imposing (45a), as it can be earned by reversing the chain (64) and by noting that
σ̌ ∈ M�N =⇒ σ̌T ∈ M�N. Finally the claim can be obtained through the same steps (61–63) as before and this ends the
proof.
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[1] J. Grabowski, G. Marmo and M. Kuś, Geometry of quantum systems: density states and entanglement,J. Phys.A
3810217–10244 (2005).

[2] I. Bengtsson and K.̇Zyczkowski,Geometry of quantum states: An introduction to quantum entanglement, Cam-
bridge University Press, Cambridge 2006.
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[10] K. Życzkowski, Volume of the set of separable states II,Phys. Rev.A 60, 3496 (1999).

[11] L. Gurvits and H. Barnum, Largest separable balls around the maximally mixed bipartite quantum state,Phys. Rev.
A 66, 062311 (2002).

[12] S. Szarek, Volume of separable states is super-doubly-exponentially small in the number of qubits,Phys. Rev.A 72
032304 (2005).

[13] G. Aubrun and S. Szarek, Tensor products of convex sets and the volume of separable states onN qudits, Phys. Rev.
A. 73, 022109 (2006).

[14] P. B. Slater, Silver mean conjectures for 15–d volumes and 14–d hyperareas of the separable two–qubit systems,J.
Geom. Phys.53, 74 (2005).

[15] A. Aiello, G. Puentes and J. P. Woerdman, Linear optics and quantum maps,quant-ph/0611179 (2006).

[16] A. Jamiołkowski, Linear tranformations which preserve trace and positive semidefiniteness of operators,Rep. Math.
Phys., 3, 275 (1972).
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