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A many-body interatomic potential for ionic systems: Application to MgO
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An analytic representation of the short-range repulsion energy in ionic systems is described that
allows for the fact that ions may change their size and shape depending on their environment. This
function is extremely efficient to evaluate relative to previous methods of modeling the same
physical effects. Using a well-defined parametrization procedure we have obtained parameter sets
for this energy function that reproduce closely the density functional theory potential energy surface
of bulk MgO. We show how excellent agreement can be obtained with experimental measurements
of phonon frequencies and temperature and pressure dependences of the density by using this
effective potential in conjunction witlab initio parametrization. ©2003 American Institute of
Physics. [DOI: 10.1063/1.1609980

I. INTRODUCTION sive and so allow much longer simulation times and larger
system sizes. It is, therefore, extremely desirable to find a
The problem of modeling the dynamics of ionic materi- compromise between the accuracyatf initio MD and the
als has a long history? For many years the only available computational speed of MD using effective potentials.
models were empirical force fields that were not very accu- |t has been showin'* how the accuracy of an effective
rate or transferable between different environments. This Wagotential can be greatly improved by parametrizing using
a problem both of the form of the model potentials used anghformation fromab initio calculations. However, in order
the way in which these potentials were parametrized. Mosfg, this to work a physically appropriate form for the poten-
frequently, simple pairwise effective potentials were usedija| must be used. Improving effective potentials, therefore,
whose parameters were obtained using a combination Gfyolves both using good parametrization procedures and ap-

physical reasoning and empiricism. Such potentials could, &ropriate forms for the potentials. The form that an effective
best, only be expected to produce qualitative or poorly quanagtential takes should be flexible enough to describe the po-

titative results. o _ tential energy surface and specific enough to allow for effi-
The advent ofab initio molecular dynamics® (MD) cient parametrization and application.

brought about a dramatic improvement in the accuracy with |, this paper we present a many-body force field for

which the potential energy surface of the ions could be Ca'ionic systems that incorporates the effect of an ion's envi-

culated, but this came with the price of an enormous increas;aOnment on its shape and size and the impact that such

in computational expense. In molecular dynamics SImUIaionic distortions have on the short-range repulsive interac-

tions the precision with which thermodynamic properties CaNions between ions. These effects have been shown in
be calculated depends on the size of the system studied aﬂﬁ '

the lenath of the simulation over which aver may b e past to be important to the bonding of many simple
€ ‘engih ot the simuation over which averages may D, ;- oy stemd3-15 The force field presented has much
taken. Forab initio molecular dynamics one is generally

. . ’ in common with previously proposed “compressible-idfi”
confined to systems of around 100 atoms and simulation P 45 Y Propos 'P
models but is superior from a com-

times of ~10 picoseconds and so the precision with whichand aspherical-ion

many properties may be calculated is poor. In addition, for tjtgtmhtﬁl tﬂomt of y|ewh§1nhdt;1v0|ds s?jmle probllemls ass?c;
highly viscous liquids(such as silicd®) or very harmonic ~ &¢d With theé way in which these models areé impiemente

crystals the time scales available withab initio MD may (see Sec._IDI. It can aiso be implemented within a general
not be sufficient to adequately equilibrate the systedome ~ Mathematical framework that is very amenable to changes
ab initio-sized systems may suffer from finite size effects.fOr the purposes of experimentation and improvement. A par-
For all these reasons there are many applicatigosd ex- ticularly attractive feature of the proposed force-field is that
amples being the determination of melting temperatures dff can describe distortions of arbitrary shape. Previous mod-
finite-temperature elastic constantsat are very difficult to e!s have been. confined to describing distortions of certain
tackle with ab initio MD and others(such as thermal con- 9IVEN symmetries. _ o
ductivity and viscosity that cannot be addressed at all. We apply the proposed model to crystalline and liquid

Effective potentials are far less computationally expen-nagnesium oxide. MgO has been used in the past as a testing

ground for models of ionic system$°It is considered to be

the simplest oxide and yet it is a system in which many-bod
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CA 94720. Electronic mail: tangney@civet.berkeley.edu ion are known to be importaft:}*8|t is, therefore, a start-
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ing point for attempts to model the many body interactions in o «
gp P Y y \/EEC:;LE{\I:lzalFep,I({n})_Fai,l|2

oxides and ionic systems in general. AF = 100X

MgO is a system of geophysical importance. It is an \/Enc SNS (FE )2 ’
H ; . k=1<1=1“a ai,l
important component of the earth’s lower mantle and its sta-
bl|lt.y up to high pressuré'é make it useful as a pressure \/2:21201,/3|5§€({77})—5§f|2
calibration standard for high pressure and temperature ex- AS=100x ,
periments. Since the vast majority of the compounds present 3B \/n—C
in the earth’s mantle are oxides, MgO is a starting point for
studies of the effects of pressure and temperature on mantle \/EEﬁ (UK,—Ugp) — (UK —UL))?
materials. AE=100x :

. . /Enc(Uk-—U'-)Z
For MgO the use of our model is found to result in a ki1{Yai™ Yai

significant improvemeniover pairwise representations of
the short-range repulsiprin the ability to fit the forces,

stresses, and energies extracted from density function%lf
theory (DFT)*® calculations. We use the model in conjunc-

whereF|" is theath cartesian component of the forces on ion
S*# denote stress component$X is the potential energy
configurationk, {7} is the set of parameters that, along

. . . oo : with the functional form, characterize the effective potential.
tion W'th electr_ostatlc_m_teracnonenvqlvmg both ch_arg_es B is a pressure that may be taken to be the bulk modulus of
and induced dipolgswithin a well-defined parametrization the material. The superscripts “ep” and “ai’ indicate

procedure. T h_e resulting force field is shown_ to give a Ve€Nwhether a guantity has been calculated with the effective
good description of the structure and dynamics of MgO. potential orab initio. In order for y to be meaningful it is
necessary that it be converged with respect to the number of
Il. PARAMETRIZING A FORCE FIELD configl_Jrations_nc that have been used to test the effective
USING AB INITIO DATA poten_t|al. Typical valueg orﬁ_C are of the order of 1Q. o
Since our parametrization scheme does not discriminate
As mentioned above, it has been shown for a number obetween different contributions to the DFT forces, in order to
systems that a very high level of accuracy may be achievetle surea priori that a potential works well one must have a
by parametrizing an effective potential by fitting to DFT very high quality fit to theab initio data. This is because
forces, stresses, and energies in selected atomidifferent properties depend to varying degrees on different
configurations:®~1* However, empiricism is also necessary contributions to the forces on the ions. It is difficult to know
unless one uses a functional form that is physically approprihow a given value of, for exampl&yF, manifests itself in
ate in the sense that it describes the electronic effects that atiee property that one is interested in studying. This is par-
most important for the property one is studyihm particu- ticularly true when there are a number of important contri-
lar in Ref. 7 we have shown that, for silica, the inadequacy obutions to the forces as these different contributions may be
simple pair potentials means that improving agreement wittit by an effective potential to varying degrees. If one has a
the forces and stresses frah initio simulations, in general, potential that fits thab initio forces perfectly then, clearly,
disimproveghe ability of empirically derived parameter sets each contribution is fit perfectly and this uncertainty is elimi-
to describe crystal structures. By inclusion of more many-nated. For example, for silica the structure was extremely
body effects(in this case the polarizability of the oxygen well described by using a good description of electrostatic
anion the ability of the force-field to reproducab initio  effects! However, the forces differed from thab initio ones
data is improved and the empiricism becomes unnecessaby ~16%. This suggests that the gross features of the poten-
for describing structure very accurately. tial energy surface are well described but that more local
Here we make the assumption tladt initio calculations features and finer details, that are important for dynamics,
are highly accurate and always superior to calculations usinghay not be. We have observed that the diffusion of liquid
effective potentials. This assumption is clearly formally un-silica at 3500 K as described by the model proposed in Ref.
justifiable but it is useful for our purposes. We aspireatb 7 seems to be too fast compared to extrapolations of lower
initio accuracy and leave the improvement of éfeinitio  temperature experimental d&fawe also observe the phase
calculations themselves as a separate problem. We assuitnansition betweeny- and g-cristobalite at too low a tem-
that if one achieves a perfect fit &b initio data one gets an perature. Both of these observations are consistent with an
extremely accurate effective potential. However, as oneinderestimation ofocal energy barriers due to a functional
moves away from this limit, the relationship between the fitform that oversimplifies the short-ranged interactions be-
to theab initio data and the quality of the effective potential tween ions.
clearly weakens. If the fit is very poor thdias with the For every given functional form there are minimum val-
description of silica using pair potentidiseven large im- ues of AF, AS, and AE in parameter space. Functional
provements to it may not improve the ability of the potentialforms that oversimplify the description of the electronic ef-
to describe physical properties. fects that are relevant for a given physical property may not
We define the fit agy=(AF,AS,AE), whereAF, AS  be capable of achieving a close enough fit to #einitio
and AE are dimensionless quantities corresponding to thelata to ensure that improvement of this fit improves the abil-
averagé& percentage differences between forces, stress conity of the parameter set to describe physical properties. If this
ponents, and energy differences between different configuras the case then it is still conceivable that one may improve
tions calculatedb initio and with the effective potential, i.e., the agreement with experiment on many physical properties
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in an empirical way. We are of the opinion that an inability of simulated annealing, is a very computationally expensive
a functional form to fitab initio data indicates an intrinsic process. However, simulated annealing is very useful for two
inadequacy of this form and that potentials created in thiseasons(1) it is very stable; Powell minimization can break
way should not be relied upon as being predictive. Effectivedown if numerical error¢such as overflow error®ccur due
potentials represent electronic effects in a phenomenologicéb unphysical values of the parametdt;in principle it can
way. A potential thatannotproduce very realistic values of always bring one to the global minimum. In practice how-
the forces, stresses and energy differences must lack an iraver this depends on how much computer time one is willing
portant ingredient in its functional form and even if it pro- to allocate it. These properties of the simulated annealing
duces good values for certain physical propertimsch as method make it particularly useful when fitting a potential
those to which it was fit for other properties it may show for the first time. One does not need to start with reasonable
qualitatively different behavior to the real system. A goodor physical values of the parameters in order for it to con-
potential form should fit theb initio data to a high degree verge and this means that one may parametrize exotic poten-
and significantly improving this fit should improve the prop- tials for which the parameters have no obvious physical in-
erty that one is interested in simulating. If this is the caseerpretation.

then one can be confident that the ability to describe the The freedom that one is afforded using the combination
property is due to a good microscopic description of theof ab initio data and simulated annealing is crucial. It simply
interatomic interactions. would not be possible to parametrize a force field such as the

Ultimately, our aim is to produce potentials that may bedistortable-ion model introduced in Sec. IV without either
relied upon quantitatively to predict, not only the structuresone of these assets. If one depends on the use of experimen-
and the thermodynamic properties of bulk ionic systems, butal data, only force-fields containing a very small number of
also their dynamical properties. Although much work hasparameters may be parametrized if the fit is to be statistically
been done in this directiofsee, for example, Refs. 11 and 15 significant. The amount of information that can be extracted
and references therginhis is still a very ambitious goal. from ab initio calculations is very large by comparison and
Finding a potential that describegnamicswell is a particu- SO it allows much more complicated force-fields to be param-
larly difficult task® etrized. If parametrization of a potential depends on good

However, the fact that DFT calculations can provide aninitial guesses for the paramete@as is the case with most
essentially limitless amount of information that can be usedPtimization algorithmp each parameter must have an obvi-
in the parametrization process means that we are not coRus physical interpretation and this can limit ones freedom
strained to using potential forms either with a small numbewhen constructing a potential form. This problem can be
of parameters or with parameters that have an obvious physgolved by using simulated annealing in the parametrization
cal interpretation. process. . .

We use the same iterative parametrization scheme that The ab initio calculations were performed with DFT
was used in Ref. 7. This is a slightly adapted form of theWithin the local density approximatiéh® using the plane-
schemes used in Refs. 9 and 10 and it allows us to make théave pseudopotential meth8%’ We have used soft norm-
very specific and nontrivial statement about a potential thaf®NS€rving pseudopotentiéishat are identical to those that
for any atomic configuration created with the potential undef@ve previously been used successtully to calculate its vibra-
specified thermodynamic conditions, the forces are, on aveflonal properties for a large range of pressures and
age, withinp;% of those calculate@b initio,2! the stress temperature$? We require our simulations to produce good

components withip,%, and the energy-differences betweenq_ua”ty forces and Karket al. have pe.rformed much more
configurations withinp,%. rigorous tests of these pseudopotentials than it would have

The parametrization scheme involves minimizing thebeen feasible for us t.o perform. We perform qur.calculations
function T({7}) = weAF + wAS+ weAE with respect to on un!t cells contammg 64 atomg under perlod!c boundary
the set of parameteiis;}. In order to be sure that the mini- cond_ltlons gnd _the Brillouin zone is sampled using or_lly the
mization procedure is meaningful the numberatf initic | -POINt. Akinetic energy cutoff of 120 Ryd. was used in the
configurations used in the fing) is required to be reason- plane wave expansion of the wavefunctions in order to con-

ably large. In general its value depends on the system studEr9e the stress very well.
ied, the potential form used and the number of atoms in the
unit cell. It was found that for MgO a value of,=10 was lll. MANY-BODY MODELS FOR IONIC SYSTEMS
required in order to achieve convergence in the/filn each In this section a system for including many-body inter-
step of the iteration at least a further five configurations werections in ionic systems will be introduced. We confine our
retained during the fitting procedure in order to test that thettention to compounds in which variations in the degree of
final functional form fit these configurations as well as it did ionicity (either locally or globally may be neglected. For
those that were used in the minimizationldf 7}). such systems many body contributions to the interatomic in-
Minimization was performed using a combination of teractions arise from the response of the size and shape of the
simulated annealirf§ and Powell minimizatio’® A basin in  ions to their environment. The anions carry multipole mo-
the surface defined bl({7}) in 7-space was initially found ments and, particularly the lowest order of these, the dipole
using simulated annealing and, once found, further minimi-mnoments, have an important impact on phonon spectra. The
zation was performed using the method of Powell. Minimi- change in size and shape of the anions also has an impact on
zation of I'({#}) using realistic force fields, and particularly the short ranged Pauli exclusion repulsion between ions.
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Although these effects are all interdependent, it has reef freedom to model distortions of dipolar and quadrupolar
cently been showh*1>3%how an improved description of symmetry. Self-energy functions associated with these de-
ionic dynamics may be achieved by independently incorpogrees of freedom were postulated.
rating them in the interatomic potential. Some of the ingre-  With the aspherical-iofAl) model and including disper-
dients of this force field have recently been parametrizesion effects and polarization effects, Rowleyal. managed
using forces and stresses from density functional theory cato find parameters that gave good phonon dispersion curves
culations and this resulted in an extremely good descriptiofior MgO. Very recently Aguadet al. have used an almost
of the potential energy surface in the crysfal. identical model, but with many of the parameters found from
The nonelectrostatic repulsion between ions at short disdensity functional theory calculations, to produce phonon
tances has in the past usually been modelled as an exponatispersion curves and thermal expansion curves of a very
tial function of the interionic distance® The use of this high quality!! Since thermal expansion depends on the sec-
exponential form rests on the assumptions that ions arend derivatives of the potential energy with respect to the
spherical and of fixed size and that the repulsion betweeionic positions, this is a good test of this model's represen-
them due to the Pauli exclusion principle is proportional totation of the potential energy surface of the crystal.
the overlap between the ions whose charge distribution tails This method has the drawback that distortions of the
off exponentially. Although this may be an adequate approxianions are restricted to those of dipolar and quadrupolar
mation in crystals of high symmetry at low temperatures andsymmetry. Although distortions of different symmetry could
a given pressure, at higher temperatures or at a differeriie incorporated, this would involve a large increase in the
pressure or when a change of phase occurs, it is likely thatumber of degrees of freedom and a corresponding decrease
anions will readjust their size and shape to fill the availablen the efficiency of the method. It would be desirable to
space. include the effect of distortions of arbitrary shape in a way
In order to cope with this, and in an attempt to improvethat is practicable.
the ability of ionic models to reproduce experimental equa- In order to implement the above model in a computa-
tions of state and the relative energetics of different crystationally efficient way, an extended lagrangian approach has
structures, Wilsoret al. have developed a compressible ion generally been used that is analogous to the Car—Parrinello
(Cl) model** Previously, ionic breathing effects had gener-method for electronic structure theory. The degrees of free-
ally been incorporated within the shell motfeffor a recent dom that describe ionic distortiong do;} in the simple
application see Ref. 32 compressible-ion casare the variables with which a “ficti-
Wilson et al. wrote the potential energy due to short- tious” dynamics was associated.
range repulsive interactions between anion and cation as There are some problems associated with the use of a

o Car—Parrinello approach to modeling ionic distortions, how-
V+—({RI};{aal}):Vself({ﬁa'l})+Vov({Rl};{5o'l})- D

ever:
whereV is the sum of the changes in the internal energiesi)
of the ions andv,, is the total potential energy due to the
repulsive overlap interaction between the ions, dogdis the
change in the radius of ionfrom its average value,. From -
electronic structure calculations of the perfect cubic crystal i)
was found thal/ s could be written as

vse.&{R.}:{éo.}FléE_ D, costiBda)), 2

and the standard exponential form was adopted for the intefiii )
action energy

Vo({R}i{ 8o }) = E BIJe*alJ(RlJ*(”_ﬁ&ﬂ)). 3)
le—,Je+

At each time step, during a simulation, théo,} were re-
quired to take values that minimizad™.

Although this has been successful in reproducing some
low temperature properties of MgO and CaO, such as the
crystal energies as a function of volume, the prediction of
phonon frequencies with this model was found to be quite
poor!* This is because the distortion of the anions are in
general not spherically symmetric if the crystal

Recent work® has shown that, particularly for disor-
dered systems, this method results in systematic errors
in dynamics relative to methods in which the fictitious
variables take their minimum energy values;

the use of a small timestep is intrinsic to the extended
lagrangian approach. For example, in the work of
Aguadoet al!! a step of only 0.05 femtoseconds was
used. This is more than an order of magnitude smaller
than the time step that can typically be used for non-
Car—Parrinello approaches;

the extended lagrangian approach is considerably
more efficient during dynamics when variables are
evolved from previous time steps than it is when
minimizing the energy with respect to the extended
variables for the first time. Since the parametrization
process involves a large number of such mini-
mizations, and is computationally very expensive,
the extended Lagrangian approach becomes much
less efficient.

IV. A DISTORTABLE ION MODEL

Our goal is to develop a general mathematical frame-
is work within which the many-body effects of ionic compres-

disordered*!® To account for aspherical distortions of the sion and aspherical ionic distortion can be modeled, but that

anion,

Rowley etal!® have extended the previous avoids the problems associated with the previously proposed

compressible-ion model by introducing eight further degreesnodels. In particular we would like to find a computationally
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efficient way of modeling these effects that avoids the use oWill be discussed in the next section. The distance between
an extended Lagrangian and the introduction of fictitious dethe membranes of ionsandJ along their line of centers is
grees of freedom. 5 _

There are many open questions regarding the interac- =19~ Ra= @1(0a 1 ba1) = 03(013, b13), 8
tions between simpléelectronically isolatedions and so the where 6;, and ¢, are defined such that(8;,,¢;)=Xxy,.
framework should be general enough to allow for continualwe will use the notation
improvement of the specific form of the potential. For ex- 1_ )
ample, the form of the self-energy in E(2) and the self- piy=pi (01, ba0), ©
energies associated with aspherical distortions can certainly ~ _(1)_ (1), (0) (1)

. . . . . - ] 0 1 Ll lO
be improved. It may also be worth investigating different ~ °19 1 (PPt (a1 691)) (10
forms of the overlap energy. o=0(03,03). (12)

We will be primarily concerned with the anion—cation ) o
interaction. Of much lesser concern, initially at least, is the W& now define the contribution to the total energy of the

anion—anion interaction energy that has been found to pros_ystem from the short-range repulsive interactions as a sum

vide only ~3% of the energetics of the perfect crystal®  Of pairwise interactions between membranes.
Although, the same cannot be said with any degree of cer-

tainty of more disordered phases, or systems of different sto- U3"= IJEI U(L1)gi3(Ryy), (12
ichiometry such as Sif) it is nonetheless the most obvious o
place to start when constructing a potential. whereg,;(R) takes the value 1 foR<R,, 0 forR>R, and

We assume that a distortable i¢such as @) has its  decays smoothly from 1 to 0 betwe&y andR,. This al-
shape and size “influenced” by all sufficiently close neigh- lows us to truncate the interaction at intermediate distances.
boring ions. Much as in the scheme of Wilson, Madden, and  The expression for the forces on the ions is given in the
co-workersi**° an ion is described as a nucleus surrounded\ppendix.
by a single membrang@epresenting the electronthe radius
of which is allowed to vary with the two polar angléal-
though in their case, the radius only varied in certain sym- In order to apply this model we clearly need to find
metric ways. The influence an iord exerts on ionl can suitable expressions for the functiohs,o(”, anda{} . We
loosely be thought of as a restraining force on the ion’s tenbegin by making the assumption that the most important in-
dency to expand and this restraint has a dependence on thteraction is the anion—cation interaction although this will be
polar angles(6,¢) in the spherical coordinate system cen-extended at a later stage to include the anion—anion interac-
tered onl. We also assume that the influence exerted ation in a limited way. For the moment we are concerned with
coordinatesq(6,¢) is zero if the angle between the outward systems with two species such as MgO and we assume that
unit vector at those coordinateé$6,¢) and the vectolR;,  the cation is small and rigid. For MgO it is likely that this is

A. Applying the model

=R;—R, is greater than 90°. a very good assumption, given its degree of ionicity.
We write the total influence oh at (6,¢) due to all the In order to draw a correspondence with the compressible
other ions as ion model of Wilsonet al* (see Sec. I)l we write the total

energy of the system due to short-range repulsion as

(1) = Xy @ .
piV(6.8)= 2 13(RE(0,8) X000, ) xo), (&) VRS R0 S B, e o)

wherex; =R;, /Ry and le— le= de+
O(€(6,¢)-x3)=1 if €(6,¢)-x;,>0 and +|,JEZ,J>| B e -Ru
0 if €(6,¢) x5<0. 5)
Functional forms forf,;(R) will be discussed in Sec. IV A. + ,,J;b, B. e R, (13)

The subscriptdJ are to indicate that a different function is
used for each distinct pair of ionic species.
Apart from a multiplicative constant, the spherical aver-

The values of the anion radii at any time should be such that
this repulsive energy is minimized. In other words

age ofp((6,¢) is VSR
mzo, VI (14)
|
pP=2 fiy(Ryy). 6)
J#1 self
:>—(-5(9V' ta ety B, e t-+Ru=0. (15)
We write the angular dependent radius( 6, ¢) of an ion as dol® T = '
a1(0,8)=O(p)+D(p® pM( g ¢)). (7)  To simplify the notation we writeB'=a_, B, _ and
1 | | 1M 1 g(O_I(O)) — 0-,Vse|f/(90_I(O) )
In other words, the radius &b,¢) is written as a sum of an
average value due to the influence of all the ions and devia- éV(UI(O))efa,wa): — S Ble @ +Ru, (16)

tions from that average. Functional forms fe{” and o{*) =t
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As was noted previously in Sec. IV there has been some It is not possible to map our approach onto the
discussion about the form of the self-energy of compressiblaspherical-ion model. However, we take a different approach
ions. Although in the paper by Wilscet al1* the form used to aspherical distortions. Given the functiohs and ofo) as
was that of a hyperbolic cosine of the amount of compresa starting point we may postulate a form faf}). We as-
sion do, applications of the shell-model generally use a harsume that the local distortion of an ion’s membrane scales
monic expression for this energy?? and in a very recent with the local “density” p*) in the same way as the average
paper* Marks et al. have argued that for the oxide ion one radius scales with the spherical average of the denps®y
should treat the g® shell and thes? shells separately with We, therefore, write
harmonic and exponential compression energies, respec- W
tively. In Refs. 14 and 34 justification of the forms @fg; M_c.in Piy
used were based on quantum chemical calculations of the 713 5 ,7,55 '
cold crystal under a large range pressures. The self-energy of
ions in disordered systems may be quite different to that ifSince we will be parametrizing this force by fitting &b
the perfect crystal and anyway, for interatomic distances thdhitio data, the minimization routine has the freedom either
one should expect to find in the crystal at zero pressure an@ make the constar@s very small or zero if this is not a
temperatures up to the melting point, the calculated selfreasonable functional form, or if aspherical distortions are
energy is still close to a linear regime. Furthermore we ddeally energetically equivalent to spherical ones it can make
not see any compelling physical reasoning behind any of th&€2=Cs in which case the distortions of purely spherical
forms used. For these reasons we consider the form of thisymmetry disappear and
energy to be an open question. As a preliminary test of our
model we have chosen an exponential form Qg as this
simplifies the mathematics considerabﬂ.ol(o)) will then
also have an exponential form so we may write

(22

0'|J=C1+C5|n(p|(})) (23)

Although all the above derivation has assumed that this

potential is only to be used for modeling cation—anion inter-

© © actions, the generality and freedom afforded us by our pa-

Aje Pioilem a0l = —Jer B'e”*-+Fu, (17 rametrization procedure means that we lose nothing by try-

‘ ing to apply it to the anion—anion interaction also. We have

By merging constant terms to simplify the notation, this done this by fitting parameters for the anion—anion interac-

equation can be rewritten in the form tion and we have found that it does improve the ability of the
model to fit theab initio forces. A more sensible, but also

(0)¢ ,(0)y = (0)
o1 (pi7) = Ca+ CalIn(py ™), (18 more expensive way of tackling the anion—anion interaction
where we say that would be to introduce a self-consistent procedure to mini-
mize the angular dependent radii simultaneously.
pI(O):z Cae CaRu, (19) We also note that, as has been pointed out by Marks
J et al, different electronic shells have different compression

characteristics. This could be modeled within the present
scheme by having two or more such distortable ion potentials
acting in parallel.

fi;=Cze C4Ru, (20 In our application of this model we have generally used
time steps of between 1 and 1.5 fs and the model has been
¥ound to be extremely efficient. As an example: In a simula-

. . . . tion of 512 atoms of crystalline MgO at 3300 [Kising po-
U'(O) and one is forced to f'nd'(O) by an iterative procedure. tential (F) which is discussed in Sec. IV]Gve have used a

This only has a very slight impact on the efficiency of cal- time step of 1 fs. In this simulation, the time required for

culatln_g the.potentlal. Anpther fofm that we have tried, andeach calculation of the distortable-ion contribution to energy,
for which this procedure is used is

forces, and stress was 0.57 seconds on a single 300 Mhz SGI

origin MIPS R12000 processor. On the other hand, the con-
(21)  tribution of all the electrostatic terms was 3.0 seconds. The

total energy in this simulation drifted by 2 K per picosec-
where €;, €,.. etc. are constants. This form was chosenond during this simulation. This energy drift can be almost
according to théadmittedly, highly simplisti physical rea- eliminated by more fully converging the polarization at each
soning that the internal factors that determine an ion’s radiume step.
are the electrostatic energy which varies like the inverse of a A point to note regarding Eq4) is that there is a dis-
distance and the kinetic energy of the electrons which variesontinuous change i® when€ (6, ¢) - x;,=0. Although Eq.
like the inverse of a distance squared. (4) itself is not discontinuous, its derivative with respect to

The above analysis has shown that the distortable-iotthe ionic positions is. This leads to discontinuous forces and

model presented is mathematically equivalent to theconsequently to a drift in the total energy. In practice we
compressible-ion model of Wilsoat al. if ¢{}=0 in the  have not found this to be a problem as this drift in energy is
limit that the fictitious mass of the extended-Lagrangian apvery small compared to the drift that is due to the incomplete
proach goes to zero. convergence of the polarization. However, if necessary this

andC,, C,.. etc. are constants. By analogy with E6) we
can say that

One is not confined to such simple forms for the self-energ
but for many forms one cannot write E@L6) in terms of

€1 €3

Vself( 0'(0)) — + ,
F et (et 0f?)?
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TABLE I. The fit to theab initio data for the different potential forms.

300 K crystal 2000 K crystal 3000 K liquid
AF AS AE AF AS AE AF AS AE
A 9.3 5.0 25.5 13.7 3.3 15.5 25.1 4.8 52.4
B 6.9 5.2 23.8 9.0 6.2 17.8 17.5 5.6 23.6
C 10.4 39.1 5.9 13.6 51.7 164.8 32.2 58.2 69.2
D 3.4 0.6 3.0 6.8 0.3 9.8 171 0.3 105
E 12.8 0.1 59.0 10.2 0.1 18.9 9.6 0.0 17.7

problem may be eliminated by replaciy with a function (B) a polarizable potential: short-range pair potential, with

that varies smoothly from 1 to 0 &s x;, approaches zero. polarizable anions, parametrized in the crystal at ambi-
ent conditions;
B. Testing the model (C) adistortable-ion potential: distortable-ion potential, pa-

rametrized in the crystal at ambient conditions;

The model that we have proposed is considerably morep) the full model: distortable-ion potential, with polariz-
complex than a pair potential and so in testing the model we  aple anions, parametrized in the crystal at ambient con-
first would like to verify that it improves upon simpler force ditions:
fields. We confine ourselves to testing the usefulness of threg)

. - ' > 10 TeSH ; the full model: distortable-ion potential, with polariz-
different ingredients of the interionic potential:

able anions, parametrized in the liquid at 3000 K.

(1) A pairwise short-range interaction potential of the form . .
In order to avoid the computational expense of perform-

s —wr. Cu Ep ing a full self-consistent parametrization procedure for each
U (R =Bye - RS R’ (24 of these potentials we have only used this procedure to pa-
1J

rametrize three potentials using the full modédistortable-
whereB,;,a,;,C;,E,;,N,; are all parameters to be op- ion model with point charges and dipole polarizajionhe
timized; three potentials were optimized at zero pressure(ifothe

(2) a polarizable-ion potential including short-range polar-liquid at 3000 K, (ii) the crystal at 2000 K, andiii) the
ization, as discussed in Ref. 7. Only the oxygen ion iscrystal at 300 K, respectively. Each of these three potentials
considered polarizable; was used to create trajectories at the conditions for which it

(3) a distortable-ion potential, as discussed in Secs. IV anavas optimized from which “snapshot” atomic configurations
IVA. The interaction energy between ioisand J is  were extracted and used ab initio calculations. We will
given by show that the full model is the best at reproducing e

initio data and so these configurations were considered to be

UiLi)=Ae” 0tu+B e b, (29 as realistic as we have the ability to create.
and the functions ,O_I(O), andU'(Jl) are given the same _ Each. o-f. the potential$A)—(E) was the_n par.ametrized
forms as in Eqs(20), (18), and(22), respectively, ie.,  YSINg ab |n|t|o_d_ata from ten of these configuratiofest the
relevant conditions Each potential thus created was then
fy=Cle Ry, (26)  tested on its ability to fit ten new configuratiofise., that
were not used in the parametrization progessd also ten
o,(O)(pl(O))=Cf3) |n(p|(0)), (27) configurations at each of the other two sets of conditions. For
@ example, potentialA) was parametrized at 300 K and then
o=@ n Pi3 28) its ability to fit theab initio data in the crystal at 2000 K and
S ;@ ’ the liquid at 3000 K was also tested. In all cases the error

in the stress was evaluated relative to a pressureB of
=140 GPa.

The results are summarized in Table I. We cannot guar-
antee that we have found the global minimum in each case
during optimization as simulated annealing had to be done at
a rather rapid quench rate. The simulated annealing was fol-

J . . . .. Jowed by Powell minimizatior® In each case, the total mini-
In addition to the ingredients mentioned, each force fiel

. . ; o ization time was the sam{éen days on a single processor
also included t_he point-charge electrostatic potential with th%nd, therefore, more economical force-fields are likely to be
charge on an ion as a parameter.

. . . ' better minimized than less economical ones. A number of
We have parametrized five different force fields, as,, . .
i things can clearly be seen from Table I. First of all, not
follows: - . . . . .
surprisingly, the distortable-ion model on its own is quite
(A) a pair-potential: short-range pair potential, param-bad. This is probably because of the shortness of the range of
etrized in the crystal at ambient conditions; its interactions. lons further away from each other than 10

where C; from Eq. (22) has been merged into the pre-
exponential factorg\;; andB,;. The parameters to be opti-
mized areA;, a3, B;, By, CP, €&, c®, c{. The
valuesR,=8.5 a.u. andr,=10 a.u. were used in the decay
functiong; .
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a.u. interact only via the Coulomb force between their 800 800
charges. At 300 K, the full model is clearly better than all  Experiment . ‘
other forms. It also transfers very well up to higher tempera- — DFPT }
tures and to the liquid. The pair-potential, although working - ¢ 3 e MD e \\{ 600

quite well for the crystal, does not transfer well to the liquid.
The polarizable model yields results that are intermediate ir _
quality between the pair-potential and the full model. The . q

| ]
results are a clear illustration of the fact that by adding more 848 " ° 400

physics into the form of an effective potential one can create © 1

force-fields with, not only an improved ability to fit thesb

initio data, but also a much improved transferability between 200 ’ 200

different phases and conditions. ‘
The poor fit of potentialE) to the energy differences in

the crystal at ambient conditions is because the energy dif 0 ' 0

[LALU’()] ®

ferences in the liquid and high temperature solid are muct 0 05 1 0.5 0 0.5
greater than those at lower temperatures. The absolute valt (0.0 (0% ]

of the error in the energy differences is the same at IowFIG 1 The oh g , £ MdO lculated with the full bolari

- . . . 1. The phonon dispersions of MgO as calculated with the full polariz-
temperature and high temperature h_uﬁ is the error relat_'ve able and distortable-ion model parametrized in the crystal under ambient
to the root-mean-squared value, which for the crystal is veryonditions[potential(D)] compared with experimeriRef. 39 and with the

small. density functional perturbation theory results of Kagkial. (Ref. 29.

1. Phonon frequencies

Having established that our inclusion of many-body ef-tric field induced by the LO phonon. This is not surprising
fects has improved the potential form with respect to the paisince dipole polarization is only one of many screening
potential, at least according to the criterion that we havemechanisms that are present in the real system. It may be that
adopted, we now look at its ability to model the vibrational charge-transfer between ions is important. However, a com-
spectrum of MgO. We note once again that the DFT schemparison with the results of Ref. 11 is suggestive of it being
to which the potential was fit gives a very good descriptiondue to the fact that we have not included the affects of
of phonon frequencies at ambient conditidis. higher-order multipoles. Density functional perturbation

We find the phonon frequencies for our potential at atheory calculatiorf of the Born effective charges yield val-
number of k-points from the positions of the peaks in theues ofZ§ = +1.94. However, the charge on the oxygen ion
spectra of the spatial Fourier components of longitudinal andh this potential(and all other potentials that we have fig
transverse charge and mass current correlation funcifolis. ~1.5—considerably less than this. Under the assumption

We performed an MD simulation on a system of 512that, within our model, short-range interactions and electro-
atoms using the full-model, optimized in the crystal at 300 Kstatics describe completely separate aspects of the potential-
[potential(D)]. The current correlation functions were calcu- energy surfacéwe do not know the extent to which this is
lated on a time domain of length 2.9 ps that was averagettue) the minimization routine fits the charge and the polar-
over a simulation of length 20 ps. The phonon dispersionszability so as best to approximate the electrostatics of the
that we get are shown in Fig. 1. We get an extremely close ficrystal. The lack of higher order multipoles means that it
to both the experimental and the self-consistent DFT datamust choose a compromise between purely dipole screening,
The chief discrepancies are in the optical modes which arén which the polarizabilitye and the chargey take their
systematically underestimated. The longitunical optical modétrue” values, and uniform screening in which the charge is
in particular is underestimated near the zone center. Althougbimply reduced by a factor equal to the dielectric constant
we do not calculate the mode frequencied’at(0,0,0, as  and the polarizability is zero. In Ref. 11 they use formal ionic
this would require an infinitely large simulation cell with the charges and include both quadrupoles and dipoles and they
method that we are using, it looks as though the splittingget better agreement with experiment. Nevertheless, the de-
between the longitudinal opticdLO) and the transverse op- scription of the electrostatics that we have is significantly
tical (TO) phonons is slightly underestimated. In our param-better than any other effective potential that we are aware of
etrization procedure we have used a small cell to perform thand quadrupoles would add considerably to the computa-
ab initio calculations and so the long-range interactions thational expense of the model.
are important for dispersion near tHépoint are not in- It is also worth noting that, although in Ref. 11 the po-
cluded. Our hope is that by modeling correctly the electrotential used seems to give a slightly better description of the
statics at shorter range, we get a potential that, when used optical phonon frequencies, they report a fit to the DFT
a larger simulation cell, can accurately model the long-rangéorces of AF<10%. Potential D is in significantly better
electrostatic interactions. This is not guaranteed, howevegagreement with our DFT data than this. Direct comparison of
and is likely to work only if we include all relevant screening these two fits is not entirely justified, however. Aguastal.
mechanisms in our functional form. The incorrect LO—TOfit to ab initio calculations of three different crystalline
phonon splitting suggests that our description of the electrophases and therefore to three different coordination environ-
statics is incomplete since it arises from the long-range eleanents. Our fit of potentialD) is restricted to the phase and
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conditions at which we calculate the phonon frequenciesTABLE Il. Parameters for potential atomic units.
Although our fit is converged with respect to the number of

. . . . L Parameter Mg—Mg Mg-0O 0O-0
atomic configurations tested, the small size of the fitting cell
and the low temperature and high symmetry of these fitting Pro’ 1.55713 4.013 38
" : Cpol® -1.28035 31.937 48
conditions mean that only a very small region of phase space Cit 7 630 66 10" 1.586 12¢ 1P
is visited. It may be that our functional form can numerically cw@» 201709 242329
reproduce the potential energy surface in this small region of c“e —4.0995410°2  2.248 34102
phase space in a way that is not necessarily physical and that, A: 4.106 38< 10 1.824 04 107 —2.78524< 10"
therefore, does not extend very well to describe the longer ¢ 7.297 02 2.22211 2.987 64
B¢ —3.48800<10"®  —2.007 9% 10° 4.001 43¢ 10°
wavelength phonons that are present when we move to the 7808 52 3718 52 2448 83
larger simulation cell used for the calculation of phonon fre-
quencies. Parameter Mg O
On the other hand, if one is to construct a potential for g 1.448 31 —1.448 31
use in a given region of phase space it may not always be «_ 14.253 05 -
advisable to include configurations from regions of phase C<32 _11'2ff19(?;11007
. . . . € e — 1.
space that are too far away from this domain of application. Elf 514776
. . . 2 .
There is a danger that changes in electronic structure that f 1.114 36< 10¢
cannot be represented phenomenologically by the functional e, 7.208 99

form of the potential may occur. For example, a change irbarameter Mg—Mg Mg—0 0-0
coordination of the ions may be accompanied by a change in

P : C® —1.01505¢ 10° 3.246 85< 10*
the degreg of |0n|C|ty. _Slnce our model keeps the charges on g 0.16150¢10°, — 6703010 - 5.038 05 10°
each ion fixed, by fitting to different coordination environ- e 2511 13< 101 1604 46¢10°1
ments we may find charges that are the best compromise pgs .. 378280107 9.0755X 102 —7.45819%10 2
between the optimal values for each different environment;

. i i e
and that are, therefore, ideal for none of them. For manyPefined as in Eq(4) of Ref. 7. See Eq(27).
See Eq(26). See Eq(21).

materials, the liquid structure is not too dissimilar to the solideg Eq(28). 9Defined as in Ref. 14.

at the same pressure and temperature and may, therefore, dage gq/25).

a good compromise as a fitting environment. By fitting to the

liquid we can visit a large volume of phase space that is

nevertheless centered on or near the crystalline phase of ifimitations of the local density approximation as there is no

terest. reason to believe that it can describe such highly nonlocal
We have used the above argument simply as a transpa@lynamical fluctuations. Nevertheless, in the parametrization

ent way of discussing issues to consider when parametrizingf potential(F), 1/R® and 1R® terms were used in conjunc-

a potential. The success of the potential created by Aguadéon with Tang—Toennies dispersion damping functidhs.

et al. suggests that, for MgO, changes of ionicity do notThe fact that the parametrization procedure made some of
present a problem in practice. these interactions repulsiysee Table llis a clear indication

that they should not necessarily be interpreted as represent-
ing the effect of electron dispersion.
The simple exponential form that we have used for the ~ We have then tested the ability of potentigs and (G)
self energy was chosen for its simplicity. We would like to to fit ab initio data at these conditions. For this testing we use
test other forms of this energy and although we do not go ir20 solid configurations and 20 liquid configurations. The re-
detail into this problem here, we do parametrize a potentiagults are summarized in Table Ill. The fit is extremely good
using the form of Eq(21). This has an appealing physical and even better than that obtained with the previous form of
form and it requires one to self-consistently find the valueghe self-energy. However, a problem has been encountered
of the radii o{® and o{}. We observed for the previously With the potential that was parametrized on the solid at 3000
created potentials that changing the radial cutoffs for the deK [potential(G)]. We found that at higher temperatures and
cay functiong,; of the distortable ion modeR, andR,,, did in the liquid, the iterative procedure by which the radii )
not significantly change the fit to theb initio. For larger ~Were found sometimes failed to converge. This is the expla-
distances the forces involved are either too small or cancdlation for the poor fit of potentid(G) to the liquid data. This
one another out. For this reason, and in order to improvdighlights the importance of caution when applying a force
efficiency we have used the slightly smaller valuesRyf
=7.0au. anR,=8.0 a.u. , TABLE IIl. The fit (%) to the LDAab initio data for the solidG) and the
Using the full model we perform a full self-consistent |iquid (F) potentials.
parametrization in the liquid at 3000 Kpotential (F)] and

C. Altering the model

the solid at 3000 Kpotential(G)]. The parameters for these 3000 K crystal 3000 K liquid
potentials are provided in Tables Il and IV. We have consis- AF AS AE AF AS AE
_tently found during our _paramt_etnzaﬂon_s that_ no s_|gn|f|c_amF 96 o1 08 104 0.2 02
improvement to the fit is obtained by including dispersiong 6.2 0.3 106 44.0 53 540

terms. It is likely that this is, at least partly, related to the
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800 - 800
» Experiment
Parameter Mg—-Mg Mg-0O 0-0 — BEPT s
Bpol 1.657 44 4.013 38 . e MD . °
Cpol ~1.35136 31.93748 600 - . é - 600
cW 1.002 81 1.7217910°° ]
c® 0.659 44 0.194 25 = s
c® —3.1804% 102 —2.93661x10 2 c ] =
A 1.39895¢10" 216223 10°  —5.0385x 10° A e | 400 3
@ 6.729 04 2.23873 3.091 96 3 | -
B —2.506 49108  —4.212 2% 107 4.296 45¢ 10° & b
B 7.98372 3.164 38 2.439 95 200 - L 200
Parameter Mg (0]
q 1.480 77 —1.48077
Y fe 10.409 93 0 = T ‘ 0
C3) fe —1.33660<10 2 0 0.5 1 0.5 0 05
€ e —5.598 71X 10° [0,04] [0.v4] vyl
I 7.61483< 10!
€ 4.896 69< 10° FIG. 2. The phonon dispersions of MgO as calculated with the full polariz-
€4 4.599 14101 able and distortable-ion model parametrized in the crystal at 30{ibten-

tial (G)] compared with experimeiiRef. 38 and with the density functional
perturbation theory results of Karki al. (Ref. 29.

field to conditions different from those in which it was pa-
rametrized. During extensive simulations of the liquid the
distortable ion model for the potential parametrized on th
liquid never failed .to converge. . . gradual introduction of more shells of neighbors in the
The phonon dispersions for potenti@) are shown in distortable-ion calculation
tFr:g. 2'f One STOUtl.d Int(rjlt te_xpect reSL;VFS tgatt are bgs §°°dd?5 Figure 4 shows the density as a function of temperature
ose for a potential that IS paramelrized at ambient condig, potentials(F) and (G) [potential (D)] gave very similar

tions, and so the r_esults are ext_remely good. There is Very.oits to potentialG) for a system size of 512 atoghe
good agreement with hoth experiment and the DFPT result@xperimentally observed thermal expansion is clearly very
of Karki et al. As before, the worst agreement is for the

| lenath LO bh d in this i bweII reproduced by our potential. What is striking is that,
ong-wavelengin pnhonons, and once again this 1S pro particularly at low temperatures, finite size effects are very
ably due to our incomplete description of electronic screen:

) It so be that th hiah v of th | small. In Ref. 11 finite size effects are much bigger. It may
INg. It may aiso be that the very high symmetry ot In€ r€1a-, . yhat our model benefits from fitting the electrostatic inter-
tively cold crystal makes polarization energetically

f bl d h larizabili e f h actions to the DFT data so that screening of interactions is
un atv (I)r_a Ie, an A?(: T PO arlzla !'Wb.ili.?prohp”al; or ?‘f ? ore effective. It may also be that our potentakrscreens
crystal IS farger. A too-large pofarizabliity should Maniest y, . o|actrostatic interactions, i.e., that the dipole polarization
itself in the phonon curves as a lowering of the energy of th

| lenath LO bh des due 1o i d 8s too large. This would be consistent with our underestima-
ong-waveleng phonon modes due o Improve Screer}]]on of the LO mode frequencies approaching theoint.

ing of the macroscopic electric field. Nevertheless, in general Our potentials overall give an extremely good descrip-

thg_results seem even better than tho§g .Of Fig. 1 apd trYiaon of the density as a function of pressure and temperature.
ability of both potentials to reproducab initio energy dif-

ferences is very satisfying and suggests that the form of the

dlstortablg—lon self-energy used may be better than a S|mpl\e;. ANALYZING THE MODEL
exponential.

ossibility is that the reduced valuesRf andR, result in a
eduction of transferability to high pressures due to the

As discussed in Sec. IVA, we do not impose the
1. Density distortable-ion model on the system. We have parametrized
the force-field using simulated annealing that was begun at a

Figure 3 shows the equation of state of crystalline MgO, . . i
at 300 K for potentialdD) and (G). Although both are in hlgh temperature. This means that, although we have_ sup
ghed a functional form that is capable of including

extrem_ely gqod agreement W|th_exper|ment at low pressure distortable-ion behavior, the minimization routine is free to
potential(D) is better at much higher pressures. There are Yo with this form whatever is best for reproducial initio

number of possible reasons for this: First of all, although w . ST .
. orces. The options that are open to the minimization routine
should not expect our DFT calculations to produce exactly ~

the same equation of state as that of Kaekial?® due to
differences in the details of the calculatioliheir equation (i)
of state does become increasingly inaccurate at high pres-
sures. It may be that the improved fit of potenti@) to the

ab initio data results in a disimprovement in the equation of
state due to an inadequacy of thbé initio data. Another

to disable all variable-radius functionality, and there-
fore, to model the interionic forces with a double ex-
ponential of the interionic distand®,;. It would be
optimal to do this if the way in which we model dis-
tortions is completely unphysical;
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FIG. 3. The pressure of MgO as a function of density300 K compared

to experimentRef. 40 and density functional perturbation theory calcula-
tions (Ref. 29. MD simulations used the full model potential parametrized
at ambient conditions and simulation cells containing 512 atoms.

(i)  to enable only the compressible-ion part of the model
i.e., that which is analogous to the model of Wilson
et al,'* thereby allowing only spherically symmetric
anion distortions. It would be optimal for it to do this

if the way in which we model aspherical distortions is

unphysical but our description of spherical distortions )

is reasonable;
(iii )
to disable purely spherically symmetric distortions.
This is optimal if our reasoning that aspherical distor-

tions are energetically equivalent to spherical ones is

true and the form of the model is reasonable;

w
N

Anderson et al. (1990)
— — Fiquet et al. (1999)

@ Potential G, 512 atoms

W Potential G, 216 atoms

A Potential G, 64 atoms
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FIG. 4. The density of MgO as a function of temperat(aezero pressuje
compared to experimeriRefs. 41 and 4Pfor potentials(G) and (F). Three
different simulation cell sizes are used to check for finite size effects.

to enable only the asymmetric part of the model and
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FIG. 5. (3 Ll_,—L_IJ as a function of time, wherd';_uw4.66 a.u. is the
average over the trajectory &f;;, the intermembranedistance(see Sec.

V). (b) 03— a3, iV~ oD, ande{®— o{®. | andJ are neighboring anion
and cation, respectively.

to partially enable either or both types of distortions
as the best compromise between rigid-ion behavior,
breathing-ion behavior, and distortable-ion behavior if
all three of the models fail to varying degrees and in
different ways to reproduce thab initio potential en-
ergy surface.

The parametrization process is, therefore, itself a test of the
distortable-ion model. We now look at what, precisely this
parametrization process has done by examining the radius of
an oxygen ion in the direction of a neighboring magnesium
ion for one of our potentialgpotential(F) that is discussed in
Sec. IV(. The test is performed in the crystal at 3000 K.
The local radii of the anions consist of an arbitrary constant,
that may be merged into the constant coefficient of the ex-
ponential force between ions, and the true variations of the
radii due to changing environment. We look at the quantities
o=y, 011 = 03, anda(¥— o(% for anion! and cation
J whereay;, o'¥, ando® are averages over a long trajec-
tory. These quantities are, therefore, the nonconstant parts of
the different contributions to the radius of ibnn the direc-
tion of J. (Recall thatoj;= oV + o} where o{® includes
only spherically symmetric distortions ang?) includes as-
pherical distortions.

The results are shown in Fig. 5 and the variation in the
value ofL,;, as defined by Eq8), along the same trajectory
is shown for comparison. As can be seen, the local radius is
dominated by the effect of thespherical part of the
distortable-ion model. The spherical part makes a signifi-
cantly smaller contribution. This clearly vindicates our ex-
tension of the compressible-ion model to include aspherical
distortions.
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80 . —t b1 1 used in conjunction with a rigorow initio parametrization
] —_— Q(1) r . . .
] b ¥ scheme and applied to the case of bulk magnesium oxide.
60 — —_—— @ — S . . .
] 7 X The only empiricism involved in our construction of these
_ 40 - potentials has been in the choice of the form of the potential.
& 20 E 3 We have justified this form by its ability to fit the density
] A A [ functional theory potential energy surface and to reproduce
0 1, —F N— VA _‘AA' . |
] A ARG A DAY experimental data.
20 ‘ v d We have clearly shown that the form of the potential

T T T T presented has a significantly improved abilftyith respect
0 100 200 300 400 500 600 700 to pairwise interactiongo fit the ionic potential energy sur-
Time [femtoseconds] L Lo
face of the hot crystal and the liquid calculated within den-
FIG. 6. Q{Y andQ{? [see Eqs(29) and(30)] as a function of time along ~ Sity functional theory. It also has an improved transferability
the same trajectory shown in Fig. 5. between phases and different physical conditions.
Once parametrized carefully, the potential has been
shown to produce excellent phonon dispersion curves, equa-
The variation in the radius is very small compared to thetions of state and thermal expansion.
variation inL; and so we look at what contribution this The computational expense of this potential is very small
makes to the forces between the ions. Looking at the forcesompared to other ingredients falistic potentials such as
in a pairwise way is not entirely justified given the many- dipole polarization. It is also likely to be much less expen-
body nature of the potential, however, it seems natural t&ive than previously proposed extended lagrangian
look at the quantities force-fieldst**° particularly since it allows the use of much

s s —_— — larger time steps.
L R;— - . .
A EALTE) _ Uy (Riy— 019~ o) For all these reasons, the potential proposed is a valuable

(1) _ Ly IR addition to effective force fields that aim towards a quantita-
QIJ =100x r.m.s (29) . . L .
Fiy tive description of real ionic materials.
The mathematical form of the potential is highly ame-
and . : .
nable to improvement and research into the optimal forms of
AUSRL;)  dUPRRy—ay—0oy) ?ts con.stitue.n'F functions may be expected to improve its abil-
L - IR ity to fit ab initio data.
(2) 1J 1J
Q%) =100x JUSRLL) . (30
A= APPENDIX: DERIVATION OF FORCES
aL . . :
1 Here we derive the expression for the forces on the ions
whereF{7"*is the root mean-squared val(@veraged over from the definition of energy given in Sec. IV.

time) of thetotal force on anionl (i.e., from all atoms and Using Egs.(8) and(12) the ath force component on ion
from both electrostatic and nonelectrostatic contributionsk may be written as

projected onto the line joining the centersloAndJ. These

quantities are plotted in Fig. ®™ is a way of looking at JUSR do1y  doy
the impact of instantaneous variations of the membrane radii  Fi=— >, gIJT<Xﬁ](5IK_ O3K) IRE T 9RE

on the total force on the iorQ(® is a way of looking at the 9= )

impact of instantaneous variations of the membrane radii on a1

just theshort-rangepart of the force between iosandJ. If — > USR== R, X{5( 81k — 83k) (A1)
the radius of the ion is constant, th€@fV=Q®=0. It is ha= J

difficult to know how one should best compare forces, orand

judge the impact of individual contributions to the forces.

However, inspection of these two quantities strongly sug-  day; [ do(®  aof})| 9p{®  dof} (9p(1)
gests that, with the parameters of the model chosen by the « (o) + (0) T (A2)
o T _ ol _ : RS\ apl® " 9plP] RE T 9pl}) IRE

minimization routine, the variation of the anion’s radius has
a significant impact on dynamics. 900 of

The above discussion shows that the minimization P! L (81— BLk) (A3)

o X . : . ) R IR, 5 XiL(dik = OLk),
routine finds it optimal to allow fully aspherical distortions IR L(I)
of the anions that impact significantly on the interatomic
forces. ap(¥ 1 ,

IRY :L(I)R_u(éLK ik (8P =xEx X fLA L
VI. DISCUSSION 1
. : + @b — x5

In this paper we have presented a many-body inter- 0 RJ|((SJK S ) (8P = XXX FLAL
atomic potential for ionic systems that attempts to model the
effect on interionic interactions of ions breathing and distort-

+ xB xB x 0 Oik)A 3, A4

ing as their environments change. The potential has been E) LG, (100 S A (A4)
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whereA,;x =0 (X);-Xk). The notationZ, ;) has been introduced to indicate that the summation is over allliothat are

neighbors ofl . This is necessary for practical implementation due to the truncation of interactions and to avoid summing over

all the particles.
Expanding Eq(Al) we get

SR 0 1
Fa:_E USRagKJxa aU g +2 mexa ('7]U|J g ((90'|( )+ O-I(J))
=7 1% YRR, K07 9 T, ST 2 R K oL, 99| 7000 T 5p0
N aUES‘g (ag(m (1)))(2 afK,Xa) Tl JUSR il P (1)X o
7 dlka >N apQ " apQ )\ & R & R syt aLy 2P p(D MK
XK JUTR oy USR oD
+ X xB Ak +
I(EK) RKI J(I) ET glJ_(‘i KIXIaA1IK E aLKI (.31|<|_(‘7I KIJ(EK)
Wit 2 IR g 20
- x XB x& A —_ = X% f A
I(K) aLK, PKl J% KIXKIXKIAKII T EK) aLe Ry WPH% % 1A Ky
VR a0l X URY ki Joiy
T2 SR > xExBf A +z S X2 f oA
i® dl aplR) Ry $y TKITITNTIKI T 9Ly Re 0 pKi |5J(K) KITKIAKI
‘7UK| k1 ‘9U'f<|) &fK| (l) &U
— B B _
X X Xk 3 FksA xB xB A
i@ ,9|_K| RKI PK( I) KlzK) KiXkaTkaAKk1g I(ZK) f7RK| J(I) ap(l) FT 913Xk X13A 13K
AURR (90'(1) s
+
@ olq 91 2 XXX~ IR AKIJ (A5)
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