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How well do Car–Parrinello simulations reproduce the Born–Oppenheimer
surface? Theory and examples
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We derive an analytic expression for the average difference between the forces on the ions in a
Car–Parrinello simulation and the forces obtained at the same ionic positions when the electrons are
at their ground state. We show that for common values of the fictitious electron mass, a systematic
bias may affect the Car–Parrinello forces in systems where the electron–ion coupling is large. We
show that in the limit where the electronic orbitals are rigidly dragged by the ions the difference
between the two dynamics amounts to a rescaling of the ionic masses, thereby leaving the
thermodynamics intact. We study the examples of crystalline magnesium oxide and crystalline and
molten silicon. We find that for crystalline silicon the errors are very small. For crystalline MgO the
errors are very large but the dynamics can be quite well corrected within the rigid-ion model. We
conclude that it is important to control the effect of the electron mass parameter on the quantities
extracted from Car–Parrinello simulations. ©2002 American Institute of Physics.
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I. INTRODUCTION

Since its introduction in 1985 the Car–Parrinello~CP!
method1 has increasingly been used to study an ever wi
range of problems in the dynamics and thermodynamics
solids and liquids under various conditions and in study
the dynamics of chemical reactions. CP is an effici
method to solve the Kohn–Sham equations of density fu
tional theory2 ‘‘on the fly,’’ as the electronic ground stat
evolves due to changing ionic positions. It is based on
introduction of an additional inertia associated with the el
tronic orbitals, which are evolved as classical degrees
freedom along the ionic molecular dynamics~MD! trajec-
tory. Its popularity stems from its efficiency relative to fu
Born–Oppenheimer~BO! dynamical methods, where th
electronic orbitals are forced to be in the ground state
each ionic configuration, and from the observation that ap
from small fluctuations which average out on a femtosec
time scale the physical quantities which are extracted from
are indistinguishable from BO dynamics.3

It is known that the introduction into the electronic sy
tem of a fictitious inertia introduces differences into the d
namics relative to the BO dynamics. However these diff
ences have never been fully quantified or analyzed in
context of the appropriate theoretical framework. In this p
per we carefully examine the relationship between CP
BO dynamics and show how the difference between th
scales with the value of the fictitious mass parameter,m. We
derive analytic expressions for such differences in the li

a!Current address: Department of Chemistry, Princeton University, Pr
eton, NJ 08540; electronic mail: tangney@sissa.it

b!Current address: Department of Chemistry, Princeton University, Pr
eton, NJ 08540; electronic mail: scandolo@princeton.edu
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of the fictitious kinetic energy associated with electronic
bitals being a minimum. As has been proposed previous4

we show how these errors may be corrected in the ideal c
where the electron–ion coupling can be modeled as a r
dragging of localized atomic orbitals and show its applic
tion to specific examples. We suggest that quantities
tracted from CP simulations should always be check
against their possible dependence on the value ofm.

The central issue is the following: the classical motion
the electronic orbitals in CP can be thought of as being m
up of two components.5 One component consists of fast o
cillations with period equal to or faster thante

;2pAm/Eg ,Eg being the lowest electronic excitation en
ergy andm the fictitious electronic mass.3 The second com-
ponent is the unavoidable but ‘‘adiabatic’’ response of t
electronic orbitals to the ionic dynamics, whose short
characteristic time we denote byt i(te!t i). It is generally
thought that keeping the time scales~or frequency spectra! of
the two components well separated~i.e., by reducingm! en-
sures a correct adiabatic decoupling and guarantees tha
CP dynamics is a faithful representation of the BO dynam
We show here that the adiabatic decoupling is a neces
but not sufficient condition for the accuracy of CP dynami
In particular, the fictitious inertia also causes the slow co
ponent of the electronic dynamics to exchange momen
and energy with the ions, yielding a departure of the
forces on the ions from the BO ones for large values ofm.

We begin by outlining the relevant theory and derivin
an expression for the difference between CP forces and
forces in the limit of minimum fictitious electronic kineti
energy. We then consider the simplified model of rigid io
and derive the error in the forces for this system. We sh
how the thermodynamics and the dynamics can be corre
for systems in which the rigid-ion model provides a go

c-

c-
© 2002 American Institute of Physics
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description of the electronic structure. We illustrate these t
oretical considerations by studying the examples of mag
sium oxide and silicon.

II. THEORY

The Car–Parrinello method makes use of the follow
classical Lagrangian:

LCP5(
i

m i^ċ i uċ i&1
1

2 (
I

M IṘI
22E@$c i%,$RI%# ~1!

to generate trajectories for the ionic and electronic degree
freedom via the coupled set of equations of motion

MIR̈I
a52

]E@$c i%,$RI%#

]RI
a 5FCPI

a , ~2!

m i uc̈ i&52
dE@$c i%,$RI%#

d^c i u
, ~3!

whereMI andRI are the mass and position, respectively,
atom I ,uc i& are the Kohn–Sham orbitals which are allow
to evolve as classical degrees of freedom with inertial par
etersm i , andE@$c i%,$RI%# is the Kohn–Sham energy func
tional evaluated for the set of ionic positions$RI% and the set
of orbitals $c i%. The functional derivative of the Kohn–
Sham energy in Eq.~3! is implicitly restricted to variations
of $c i% that preserve orthonormality.

We wish to compare the dynamics of ions evolved w
this method with the true BO dynamics. For this purpose,
decompose the CP orbitals as

uc i&5uc i
~0!&1udc i&, ~4!

where uc i
(0)& are the ground state~BO! orbitals which are

uniquely defined for given ionic coordinates as those t
minimize E@$c i%,$RI%#. This allows us to consider sepa
rately the evolution of the instantaneous electronic grou
state and the deviations of the CP orbitals from that gro
state.

A preliminary interesting observation follows from suc
a decomposition: strictly speaking, the CP equations do
reduce to the BO equations in the limit of vanishingdc i , for
any finite value ofm. In fact, because of the dependence
the ionic coordinates on time, the BO orbitals have a non
nishing ‘‘acceleration’’ given by

uc̈ i
~0!&5(

I
R̈I

a
]uc i

~0!&

]RI
a 1(

I ,J
ṘI

aṘJ
b

]2uc i
~0!&

]RJ
b]RI

a , ~5!

where we have used the fact that

uċ i
~0!&5(

I
ṘI

a
]uc i

~0!&

]RI
a . ~6!

It now becomes clear that Eq.~3! is not compatible with a
vanishing departure of the CP orbitals from the BO orbita
since the right-hand side of Eq.~3! would vanish if $c i%
5$c i

(0)%, while the left-hand side would not, by virtue of Eq
~5!. So the CP orbitals cannot take their ground state va
unlessm vanishes too. As a consequence of this, the io
Downloaded 25 May 2005 to 140.105.16.64. Redistribution subject to AI
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dynamics is affected by a bias proportional tom and, as we
will see, to the strength of the electron–ion interaction.

We now wish to explore the consequences that suc
departure from the ground state has on the instantaneou
forcesFCP. We thus calculate how CP forces deviate fro
the BO forcesFBO at a given point in phase space along t
CP trajectory. We may write, for theath Cartesian compo-
nent of the force on atomI:

2FCPI

a 5
]E@$RI%;$c i%#

]RI
a

5
dE@$RI%;$c i%#

dRI
a 2(

i
S dE@$RI%;$c i%#

duc i&

3
]uc i

~0!&

]RI
a 1

]^c i
~0!u

]RI
a

dE@$RI%;$c i%#

d^c i u
D . ~7!

Substitution of Eq.~3! yields

2FCPI

a 5
dE@$RI%;$c i%#

dRI
a

2(
i

m i S ^c̈ i u
]uc i

~0!&

]RI
a 1

]^c i
~0!u

]RI
a uc̈ i& D . ~8!

Using the expansion

dE@$RI%;$c i%#

dRI
a

5
d

dRI
aH E[ $RI%;$c i%] u$c i

~0!%

1(
i S dE@$RI%;$c i%#

duc i&
U
$c i

~0!%

udc i&

1^dc i u
dE[ $RI%;$c i%]

d^c i u
U
$c i

~0!%
D 1order(dc i

2)J
52FBOI

a 101order~dc i
2! ~9!

we can write the error in the CP force as

DFI
a5FCPI

a 2FBOI

a 5(
i

m i S ^c̈ i u
]uc i

~0!&

]RI
a 1

]^c i
~0!u

]RI
a uc̈ i& D

1order~dc i
2!. ~10!

Having established the connection, to first order indc i , be-
tween the CP and the BO forces, we assume adiabatic de
pling and look for contributions to this difference that do n
vanish when averaged over time scales longer than the fi
tious dynamics of the electrons (te) but shorter than the time
scales of the ionic dynamics (t i). Only these contributions
are expected to contribute significantly to the ion
dynamics.3 To this end we rewrite Eq.~3!, using Eq.~4!, as
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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uc̈ i&5udc̈ i&1(
I

R̈I
a

]uc i
~0!&

]RI
a 1(

I ,J
ṘI

aṘJ
b

]2uc i
~0!&

]RJ
b]RI

a

52
1

m i

dE@$c i%,$RI%#

d^c i u

52
1

m i S d2E[ $RI%,$c i%]

duc i&d^c i u
U
$c i

(0)%

udc i&

1order(dc i
2) D ~11!

and we show that when Eq.~11! is averaged over a time
scale shorter thant i but longer thante , thendc i vanishes.
In order to prove it, we re-express Eq.~11! as

^w j udc̈ i&1^w j ux~ i !&.2
kj

~ i !

m i
^w j udc i&, ~12!

where

ux~ i !~$RI~ t !,ṘI~ t !,R̈I~ t !%!&

5(
I

R̈I
a

]uc i
~0!&

]RI
a 1(

I ,J
ṘI

aṘI
b

]2uc i
~0!&

]RJ
b]RI

a , ~13!

K̂ ( i )($RI(t)%)5
d2E@$RI%,$c i%]

duc i&d^c i u
U
$c i

~0!%

~14!

and uw j
( i )& is an eigenvector ofK̂ ( i ) with eigenvaluekj

( i )

•ux ( i )& andK̂ ( i ), by definition, vary on the time scale of ioni
motion. We consider time scales much smaller thant i

52p/v i such thatux ( i )&,K̂ ( i ) and uw j& are approximately
constant. In this case a solution of Eq.~12! is of the form

^w j udc i&5Beiv j
~ i !t2

^w j ux~ i !&

~v j
~ i !!2 , ~15!

where v j
( i )5Akj

( i )/m i and B is a complex constant. If we
assume thatv j

( i ) is very large relative tov i then the average
value of ^w j udc i(t)& over time scales much greater tha
2p/v j

( i ) is

^w j~t!udc i&5
1

Dt Et2Dt/2

t1Dt/2

^w j~t!udc i~ t !&dt

'2
^w j~t!ux~ i !~t !&

~v j
~ i !!2 for

2p

v j
~ i ! !Dt!

2p

v i
~16!

⇒^w j~t!udc̈ i&'0. ~17!

Since

udc̈ i&5(
j

^w j udc̈ i&uw j& ~18!

this means that for time scales which are intermediate
tween typical time scales of ionic and CP orbital moti

uc̈ i&'u0&.
To summarize: If we consider the dynamics of the el

tronic orbitals to consist of an adiabatic response of the e
tronic orbitals to the ionic dynamics and an independent
Downloaded 25 May 2005 to 140.105.16.64. Redistribution subject to AI
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oscillating part then, under the assumption that the ti
scales of the fast component are much shorter than the s
est time period in the ionic system, i.e., assuming adiab
decoupling, the average error in the Car–Parrinello force
given by @using Eqs.~10!, ~11!, and~17!#

DFI
a52(

i
m iRH(

J
R̈J

b
]^c i

(0)u
]RI

a

]uc i
(0)&

]RJ
b

1(
J,K

ṘJ
bṘK

g
]^c i

(0)u
]RI

a

]2uc i
(0)&

]RK
g ]RJ

bJ 1order~dc i
2!.

~19!

This correction varies on ionic time scales and theref
does not necessarily average out as the usual ‘‘fast’’ com
nent does. However, its value depends linearly on the e
tronic mass. This implies that a simple way to ensure tha
contribution in a CP simulation is negligible consists of r
ducing systematically the electronic mass. Although
smallerm implies a smaller time step for the integration
the CP equations of motion, the time step scales asDt
;m1/2, which means that reducingm by an order of magni-
tude brings about a computational overhead of only a fac
of 3. A more quantitative discussion is presented in Secs
and V.

We also notice that if the term proportional toṘṘ on the
right-hand side of Eq.~19! vanishes~e.g., by symmetry, see
the following!, and the tensor in the term proportional toR̈ is
constant, then the correction~19! reduces to a rescaling o
the atomic masses, which is known to leave thermodynam
intact. This is discussed in more detail in Sec. III.

III. THE RIGID ION APPROXIMATION

In order to gain insight into the scale of this proble
with the CP forces we consider the simple example of ri
ions. We assume that each electron is localized around an
and that there is no distortion of a particular ion’s char
distribution as it moves in the field of the other ions. We c
refer each wave functionc i to a particular ion as follows:

c i~r !5f Ih~r2RI !, ~20!

where the electronic states are labeled by an ion index,I, and
the indexh labeling the electronic state of the ion. The r
gidity of the ionic charge distribution means that

]f Ih~r2RI !

]RI
52

]f Ih~r2RI !

]r
,

~21!
]f Ih~r2RI !

]RJ
50, ;JÞI .

Equation~19! becomes

DFI
a52(

h
mhRH R̈I

bE ]f Ih* ~r2RI !

]r a

]f Ih~r2RI !

]r b dr

1ṘI
bṘI

gE ]f Ih* ~r2RI !

]r a

]2f Ih~r2RI !

]r g]r b dr J .

~22!
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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The second term in Eq.~22! vanishes due to symmetry, a
least assuming an atomic charge density with spherical s
metry. The first term may be written in terms ofEk

Ih the
quantum electronic kinetic energy of an electron in stateh of
atom I as

2(
h

mhRH R̈I
bE ]f Ih* ~r2RI !

]r a

]f Ih~r2RI !

]r b dr J
52

2me

3\2 R̈I
a(

h
mhEk

Ih , ~23!

whereme is the~real! mass of an electron. Since the ions a
rigid the quantum kinetic energy associated with each on
a constant and Eq.~22! becomes

DFI
a52DMIR̈I

a ~24!

with

DMI5
2me

3\2 (
h

mhEk
Ih . ~25!

In this case the ionic positions and velocities are upda
during a Car–Parrinello simulation according to

~MI1DMI !R̈I
a5FBOI

a . ~26!

In other words, for systems where the rigid ion approxim
tion is valid, the CP approximation amounts simply to a r
caling of the ionic masses. Since the classical partition fu
tion depends only on the interaction potential, t
thermodynamics of the system as calculated with a CP
namics is identical to the thermodynamics of the BO syste
The definition of temperature will however be affected, b
cause if the actual ionic dynamics in CP is given by Eq.~26!,
then the real temperature at which the system equilibrate
least in the case of a microcanonical dynamics for the ion
given by

kBT5
1

3N (
I ,a

~MI1DMI !^~v I
a!2&, ~27!

where^ & signifies the average over time andN is the number
of atoms. This differs from the standard definition by t
addition of a term proportional toDMI . The additional term
in Eq. ~27! can be readily traced to the additional iner
caused by the rigid dragging of the electronic orbitals.
fact, using Eqs.~6! and ~21!, we can show that this term
coincides, within the rigid ion model, with the fictitious ele
tronic kinetic energy, when the contribution from the dyna
ics of thedc i is negligible, i.e.,

Tel5(
i

m i^ċ i uċ i&5
1

2 (
I ,a

DMI^~v I
a!2&. ~28!

In other words if the electronic orbitals move rigidly with th
ions the actual inertia of the ions in a CP simulation can
obtained by adding to the ‘‘bare’’ ionic inertia the inert
carried by the electronic orbitals. This result has be
pointed out previously4 and ionic masses are common
renormalized when dynamical quantities are being inve
gated.
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Figure 1 illustrates how, within the simplified rigid-io
model, the ionic inertia depends on the kinetic energy of
electrons. For a given ionic velocity, the wave function a
point in space has to change more quickly when it is hig
localized~and therefore with a high quantum kinetic energ!
than when it is extended. To accelerate an ion one also n
to increase the rate of change of the wave function locali
on it. Since the wave function carries an inertia~m! the ef-
fective inertia of the ion is greater than the bare ionic ma
In more general~nonrigid-ion! situations, the collective
movement of the ions is affected by the requirement that
‘‘heavy’’ electronic wave functions are rearranged as the s
tem evolves.

We now explore the consequences that such a modifi
tion of the ionic inertia has on typical observables extrac
from CP simulations. First, as already mentioned, the cor
definition of temperature in a microcanonical CP simulati
is given by Eq.~27!. Similarly, in a simulation where tem
perature is controlled, e.g., through a Nose´ thermostat,6 the
quantity to be monitored corresponds to the instantane
value of Eq.~27!. Dynamical observables will also be a
fected by the additional inertia, as already noted in the c
of phonons extracted from CP-MD in carbon systems.7,8 In
the case of homogeneous systems~a single atomic species in

FIG. 1. The mechanism by which the effective ionic inertia is related to
quantum kinetic energy of the localized electronic wave functions within
rigid-ion approximation: For two ions of the same species which are mov
with the same velocityv, the one carrying the more localized electron
wave function~top! has a higher effective mass. The more localized el
tronic wave functionc1(x) has, on average, a greater slopedc(x)/dx ~and
hence kinetic energy! than the more extended wave function~bottom!
c2(x). Since for a given ionic velocityv a greater slope implies a greate

rate of change with respect to time (ċ1.ċ2), the localized wave function
changes more per unit time than the extended wave function. In orde
increase the ion’s velocity one also needs to increase the rate of chan
the massive wave function localized on it. The total inertia associated
this required change of the rate of change of the wave function is relate
the quantum kinetic energy via Eq.~25! and this quantity must be added t
the bare ionic mass in order to obtain its effective mass.
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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TABLE I. Technical details of the simulations.

Simulation
No. System

Temperature
~K!

m0

~a.u.!
Ep

~Ry!
Ecut

~Ry!
Dt

~a.u.!
S im i^ċ i uċ i&
~a.u.3104!

L
~a.u.!

1 Si 330 270 1.0 12.0 5.0 4.36 20.4
2 Si 330 270 1.0 12.0 5.0 4.36 20.4
3 Si~liquid! 2000 270 1.0 12.0 10.0 4.35 19.8
4 MgO 2800 400 2.7 90.0 8.0 66.3 14.5
5 Si 330 200 1.0 12.0 5.0 3.23 20.4
6 Si 330 800 1.0 12.0 10.0 12.92 20.4
7 MgO ~MO rescaled! 2800 100 2.7 90.0 4.0 16.55 14.5
8 MgO ~MO rescaled! 2800 400 2.7 90.0 8.0 66.4 14.5
9 MgO 2800 200 2.7 90.0 5.65 33.1 14.5

10 MgO 2800 100 2.7 90.0 4.0 16.55 14.5
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which all the atoms are in similar local chemical enviro
ments! all dynamical quantities can be simply rescaled us
the mass correction of Eq.~26!. However, for heterogeneou
systems the correction is not always trivial, as different m
corrections apply to different atomic species due to differ
atomic kinetic energies. In practice, we found that a con
nient and more general way to express the mass correctio
ion I is given by

DMI5 f I

2meEk
total

3N\2 , ~29!

where f I is a dimensionless constant which takes into
count the relative contribution of speciesI to the total quan-
tum kinetic energyEk

total.

IV. SIMULATIONS

In order to gain more insight into the theory put forwa
in the previous sections, we have performed CP simulati
on pressurized magnesium oxide and on silicon. Among
insulators~we restrict our analysis to insulators as adiaba
decoupling is less obvious in metallic systems and this wo
complicate considerably our analysis!, MgO and silicon are
extremal cases: MgO is a highly ionic system with lar
quantum kinetic energy associated with the strongly loc
ized charge distribution; Silicon on the other hand is a co
lent system where electron states are much more delocal
Within our pseudopotential description of MgO,9 the 1s, 2s,
and 2p states are frozen into the core of Mg whereas o
the 1s states are frozen into the core of O. Since there is v
nearly complete transfer of the two 3s electrons from Mg to
O ~inspection of charge density contour plots reveal no e
dence of any valence charge anywhere except surroundin
sites! the electron quantum kinetic energy may to a first a
proximation be attributed to electronic states localized
oxygen ions. This makes MgO an ideal system to stu
within the rigid ion model since only the oxygen mass w
be rescaled. As mentioned in Sec. III, additional proble
arise if one deals with more than one electron-carrying s
cies as the quantum kinetic energy must be divided betw
these species. The large quantum kinetic energy of M
means that the error in the CP forces should be large rela
to many materials. The simulations of MgO were perform
at a high pressure~;900 kbar! as this enhanced its ionicity
y 2005 to 140.105.16.64. Redistribution subject to AI
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Silicon on the other hand is a covalent/metallic syst
with relatively low quantum kinetic energy. As such it shou
be one of the systems most favorable to the Car–Parrin
approximation but least favorable to description in terms
rigid ions.

A. Technical details

We have performed ten different simulations. The tec
nical details are summarized in Table I.

All simulations were performed with a cubic simulatio
cell of sideL ~see Table I! under periodic boundary condi
tions and with 64 atoms in the unit cell. We used a pla
wave basis set with an energy cut off for the wave functio
of Ecut. The Brillouin zone was sampled using only theG
point. In each simulation we have used the mass preco
tioning scheme of Tassoneet al.,10 and the parametersm0

andEp in Table I are defined as in Ref. 10. With the use o
preconditioning scheme, whereby the electronic mass
scaled with the kinetic energy of the plane wave, the ti
step can be increased by a factor of 2–3 with respect to
non-preconditioned case.10 The use of a preconditioning
scheme worsens considerably the agreement of the CP fo
with the BO ones. In particular, we have checked that us
the parametersm0 andEp that optimize the time step cause
an increase by about a factor of 3 in the correction term~19!.
However, in order to bring this error to its non
preconditioned value, a value ofm0 three times smaller
would be required, with a consequent reduction of the ti
step of only). Considering that the preconditioning schem
allows a 2–3 increase of the time step, a reduction of) still
makes the preconditioning scheme marginally superior.

Liquid silicon is metallic and so, as suggested by Blo¨chl
and Parrinello,11 two Noséthermostats were used to counte
act the effects of energy transfer between the ions and
udc i& due to overlap of their frequency spectra. The valu
of the parameters used wereQe521.3 a.u./atom,Ekin,0

51.6531024 a.u./atom andQR5244 400 a.u. These wer
chosen for compatibility with those of Ref. 16 by taking in
account the slight increase in temperature and scaling
cordingly.

In all simulations, with the exception of simulation 2, th
system was first allowed to evolve for at least 1 ps and
trajectory was discarded. For simulation 2, this initial equ
bration time was 0.5 ps. All results reported are taken fr
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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the continuations of these equilibration trajectories.
In all simulations, the total quantum kinetic energy

the system, and hence the average mass correction~29!, var-
ied during the simulation by less than 0.3%. It was theref
taken as a constant in further analysis.

The total energy of all the degrees of freedom~including
the thermostats in simulation 3! was conserved in all simu
lationsat leastto within one part in 105.

B. Results

In order to check the predictions of the theory develop
in Secs. II and III, we have taken segments of CP trajecto
and calculated the true BO forces along these segment
putting the electronic orbitals to their ground state with
steepest descent method. We look at the instantaneous
in the ath Cartesian component of the CP force on atomI
relative to the r.m.s. BO force component, i.e,

dFI
a~ t !5

DFI
a~ t !

AScSJ,b~FBOJ

b !2

3NNc

~30!

and the instantaneous relative error minus the relative e
predicted by the rigid-ion model:

@dFI
a~ t !#corr5

DFI
a~ t !1DMIR̈I

a

AScSJ,b~FBOJ

b !2

3NNc

, ~31!

whereNc is the number of ionic configurations at which th
error in the CP forces was calculated andSc is the sum over
all such configurations. The value ofDMI in Eq. ~31! is
determined using the rigid-ion-model expression~29!, and
Ek

total was given its average value during the simulation. T
scaling parameters which were found to give best results
silicon and oxygen weref Si51.0 andf O51.92, respectively.

We also look at̂ dFI
a& and ^dFI

a&corr the rms values of
@dFI

a# and@dFI
a#corr over all the ions, Cartesian componen

and configurations tested.
Since the CP forces are affected by a ‘‘fast’’ compone

whose effect on the ionic dynamics is believed to average
on the time scale of the ionic motion, we introduce the qu
tity G~t!, defined as

G~t!5E
0

t 1

3N (
I ,a

U * t0

t01t
DFI

a~ t !dt

* t0

t01tuDFI
a~ t !udtUdt, ~32!

If we begin our comparison between CP and BO forces
some instantt0 along the trajectory then inspection ofG~t!
gives a feeling for how large the fast component is. If t
errors in all the forces of the system oscillate rapidly with
average of zero thenG~t! decreases very quickly from th
value of one att50 to zero att;te . For systematic errors
G~t! should decrease gradually from one to zero on a t
scale of the order of the period oft i . In realistic casesG~t!
drops from one and levels off to a smaller value fort;te ,
and then decreases gradually to zero fort exceedingt i . The
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value of G~t! on the plateau betweente and t i provides a
measure of how much of the errors calculated in Eqs.~30!
and~31! are attributable to a systematic~i.e., ‘‘slow’’ ! depar-
ture from the BO surface.

We begin by looking at the forces in silicon in both th
solid at 330 K and the liquid at 2000 K~simulations 1, 2, and
3!. Simulation 1 was preceded by a short run where the te
perature was set to about 1000 K. Electrons were then
laxed in their ground state and the ionic velocities set to ze
This allows the electrons to smoothly accelerate with
ions. A microcanonical simulation followed where the ion
temperature reached, after a short equilibration, the valu
330 K. This procedure was followed in all the simulatio
reported here, except where discussed.

In solid Si at 330 K~Fig. 2! we find that the standard
deviation of the error in the Car–Parrinello forces is 0.94
However, most of this error can be attributed to a rigid dra
ging of the Si atomic orbitals. The standard deviation of t
error is in fact reduced to 0.24% after the rigid-ion correcti
~26! is subtracted. The;30% drop of G(t) ~corrected!

FIG. 2. Simulation 1.~a! Distribution among all atomsI and all Cartesian
componentsa of the percentage errors in the CP forces relative to the
forces at the same ionic positions, 1003dFI

a(t) ~full line! and these errors
when the forces have been partially corrected according to a rigid
model, 1003@dFI

a(t)#corr ~dashed line!. ~b! G(t) as defined by Eq.~32! for
the full error in the forces and those as partially corrected according to
rigid-ion model~c! FBOI

a , FCPI

a and (FCPI

a 2FBOI

a ) ~multiplied by a factor of
20 for visibility! for a typical force component. Dots indicate the points
which the BO force was calculated~every 5 time steps!.
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shown in Fig. 2~b! indicates that;30% of the residual
0.24% error can be attributed to ‘‘fast’’ oscillations, so th
the overall average error introduced by the CP approxim
tion, once corrected for the rigid dragging and under
assumption that the fast component is not relevant, is
than 0.2%.

As has been pointed out previously by Remler a
Madden,12 it is important to begin the dynamics with ele
trons and ions moving in a consistent way as we have d
here in all simulations except the one we now discuss~simu-
lation 2! and in the case of liquid Si~simulation 3!. We found
that the error in the forces increases substantially if the si
lation is not started from zero ionic velocities, a procedu
that would otherwise have the advantage of shortening c
siderably the time needed to reach thermal equilibriu
Simulation 2 started from the end of simulation 1, but ele
trons have been put in the ground state before restar
~ionic velocities and positions were instead kept unchang!.
Forces were tested after 0.5 ps from the electron quench

The standard deviation of the error in forces is now 5.7
and the error in the forces as corrected according to the r
ion approximation at 5.68% is not significantly improve
However clearly from inspection ofG(t) in Fig. 3~b! and the
sample force component in Fig. 3~c! most of this error can be
attributed to the high frequency oscillations of the electro
orbitals. If we assume that these oscillations do not influe

FIG. 3. Simulation 2, Crystalline Si at 330 K when the electrons receiv
‘‘kick’’ at the beginning of the simulation. See caption of Fig. 1 for a
explanation. (FCPI

a 2FBOI

a ) has not been scaled for visibility.
Downloaded 25 May 2005 to 140.105.16.64. Redistribution subject to AI
t
-

e
ss

d

e

u-
e
n-
.
-
g

g.

id

c
e

the ionic dynamics, the error reduces to about 1.2% for
uncorrected forces and to less than 0.5% for the correc
forces. The amplitudes of these oscillations are neverthe
significant and may affect the thermodynamics in a way t
is not easy to predict. These oscillations clearly origin
from the initial jerk experienced by the electrons in the
ground state and survive for a long time due to the adiab
decoupling.

In the liquid the situation is considerably worse than
the crystal. The standard deviation of the error in the for
is 3.4%, which improves only to 3.1% with the rigid-io
correction. There do not seem to be high frequency, h
amplitude oscillations here despite the simulation be
started with finite ionic velocities. However, there are osc
lations of a lower frequency~although still quite high relative
to ionic time scales! which are probably due to the presen
of the Nose´ thermostat~Fig. 4!. It may be that the Nose´
thermostat has the effect of damping out the kinds of os
lations seen in Fig. 3 but the presence of these other osc
tions is hardly an improvement. This highlights the need
careful choice of parameters for the Nose´ thermostat, par-
ticularly the value ofEkin,0 . It is not clear how one should
choose this parameter in general. For example, here we
used a value ofEkin,0 compatible with Ref. 16, however w
note that this is considerably smaller than the value reco
mended in Ref. 11, which was obtained according to a rig

a
FIG. 4. Simulation 3. Liquid Si at 2000 K. See the caption of Fig. 1 for
explanation. (FCPI

a 2FBOI

a ) has not been scaled for visibility.
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ion model. We have also done simulations using higher v
ues of Ekin,0 and in all cases the errors in the forces ha
been greater. Therefore, it is likely that by decreasingEkin,0

further we might further improve the forces. However, th
has not been attempted here. The issue of thermostatti
system in a way which minimizes the kinds of errors se
here while accounting for the evolution of the electron
ground state in a more general way than is allowed by
rigid-ion approximation has recently been tackled
Blöchl.13

We now look at the forces in crystalline MgO withm0

5400 a.u.~Fig. 5!. The relatively high quantum kinetic en
ergy associated with states attached to the O ions means
according to Eq.~23!, the errors in the forces are conside
ably larger for the O ions than we have seen for Si. T
errors in the CP forces have in fact a standard deviation
large as 32%. However, when this is corrected as in Eq.~26!
by attributing all the quantum kinetic energy to states rigid
following the O ions the standard deviation of the error
duces to 4.8%. Furthermore, the corrected value ofG(t) in-
dicates that about 80% of the error on the O forces can

FIG. 5. Simulation 4. Forces on the oxygen ions in crystalline MgO at 2
K. ~a! and ~b! are as in Fig. 1~c!. From top to bottom: the error in the C
forces (FCPI

a 2FBOI

a ), the error in the CP forces as predicted by the rigid-i

model2DMOR̈I
a ~dotted line!, the difference between the true error in th

CP forces and the predicted error (FCPI

a 2FBOI

a 1DMOR̈I
a), the CP forceFCPI

a

and the BO force at the same ionic positionsFBOI

a for a typical force com-
ponent. Dots indicate the points at which the BO force was calculated~every
time step!.
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out after account is taken for the high frequency oscillatio
suggesting that a more appropriate estimate of the erro
;0.4%. The amplitude of the fast oscillations is a cause
concern however and since the simulation was begun at
ionic velocity it is not clear how it may be reduced furthe

1. Temperature

We focus here only on MgO, as the effects of the ele
tronic dragging are enhanced. According to the results
Sec. III, we should expect a difference between the na
definition of temperature and the definition corrected by
electronic dragging, Eq.~27!. In the case of MgO, as note
previously, this correction affects only the oxygen atoms,
only a minor amount of electronic charge is carried by t
Mg21 ion. In Fig. 6 we show the behavior of the instant
neous values of the naive and corrected temperatures.
corrected temperature exceeds the naive definition by a
500 K. More interestingly, in Fig. 6 we also report the co
tributions to the temperature of the two atomic species. I
clear that the naive definition would imply that the two sp
cies are not at thermal equilibrium. On the other hand, us
the corrected definition for the oxygen temperature brin
the temperature of the two species into much better ag
ment, supporting the conclusion, based on the rigid-
model, that thermodynamics can be restored by a simple
caling of the oxygen mass. The mass rescaling, as calcul
with Eq. ~22!, amounts toDMO;7.5 u (MO516 u). We also
report in Fig. 6 the instantaneous value of the fictitious el
tronic kinetic energy, the left-hand side of Eq.~28!, and the
difference between this quantity and the right-hand side
Eq. ~28!, which represents the contribution due to the rig
dragging of the electronic orbitals. The difference is ve
small, implying that residual contributions due, for examp
to the fast electronic oscillations are negligible in MgO co
pared to the slow dragging of the orbitals.

0

FIG. 6. Simulation 4. Dashed lines from top to bottom are: Mg temperat
O temperature,Tel , and 103(Tel2TDMO

). The full line is the oxygen tem-
perature when it is calculated with a mass which is increased byAO .
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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2. Phonon spectra

We have calculated the phonon densities of states
crystalline Si and MgO by Fourier transforming the veloc
autocorrelation function. In all cases, the first picosecond
the simulation was discarded and results obtained by ave
ing over at least one subsequent picosecond. For silicon
velocity autocorrelation function was calculated on a tim
domain of length 1.2 ps and for MgO on a time domain
length 0.5 ps.

In silicon ~Fig. 7! the difference is reasonably sma
According to the rigid-ion model the frequencies should
corrected using

vcorrected5vCPA11DM /M , ~33!

wherevCP is the frequency as extracted directly from the C
simulation. We find that for silicon this overestimates
about a factor of 2 the amount of the correction. This sm
discrepancy may be due to the length of simulation used
calculating the frequency spectra or due to a breakdown
the rigid-ion description whenm05800 a.u. It may also be
that neglecting the effect of the fast oscillations is not co
pletely appropriate when the dragging contribution is sm

In MgO, as expected, the difference is much larger.
calculate the phonon spectra form05400 a.u. and form0

5100 a.u. and find large differences between them~see Fig.
8! highlighting again how the dynamics depends on the va
of m. The fact that two species are involved complica
matters as the mass correction is different for the two spe
~it actually vanishes for Mg!. Therefore we should not expec
simply a rigid shift of the frequencies. However, if the rigi
ion approximation is valid, one may conceive to rescale
oxygen massa priori in Eq. ~2! asM̃O5MO2DMO, so that
the actual CP dynamics expressed in terms of the BO for
Eq. ~26!, becomes identical to the BO dynamics if the rig
ion approximation holds. We have done this for MgO, ag
for m05400 a.u. andm05100 a.u. and we see that the resu
are much improved. There are only small differences in
positions of the peaks and the overall shapes of the cu

FIG. 7. Phonon density of states of crystalline silicon form05200 a.u.
~simulation 5! and form05800 a.u.~simulation 6!.
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are very similar. We notice that withm05100 a.u.~and no
mass correction! frequencies are within 8% of the corre
ones. This implies that in order to obtain a phonon spectr
of MgO with a 4% accuracy in the peak positions~4% is the
typical uncertainty of a pseudopotential density function
theory approach15! the value ofm0 should be about 50 a.u.
which implies aDt;2.8 a.u., or about 1.53104 time steps/
ps.

3. Dependence of error on m

We now try to address the question of how the error
the CP forces depends on the fictitious electron mass.
cording to Eq.~19! the error should scale approximately lin
early with the mass. However this is based on the simpl
ing assumptions that the oscillations inudc i& have a small
amplitude and that theudc i& do not on average exchang
energy with the ions, i.e., full adiabatic decoupling
achieved. Figure 9 showŝdFI

a& and ^dFI
a&corr for the oxy-

FIG. 8. Phonon density of states of crystalline MgO form05100 a.u. and
for m05400 a.u. with rescaled~simulations 7 and 8! and unrescaled~simu-
lations 10 and 4! oxygen masses.

FIG. 9. Scaling of the standard deviation of the errors in the forces on
oxygen ions withm0 ~Simulations 4, 9, and 10!. ^dFI

a&corr has been reduced
to eliminate canceling high frequency oscillations by inspection ofG(t).
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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gen ion for three different values ofm0 , where^dFI
a&corr has

been scaled to eliminate the contribution of errors from h
frequency oscillations by inspection ofG(t).

Since the uncorrected error is dominated by the effec
the displacement of the equilibrium positions of the orbit
from the ground state, this scales approximately linearly w
m0 . The small error which remains after the rigid-ion co
rection has been applied could have contributions from m
different sources including deviations from the rigid-ion d
scription and interactions between the ions and theudc i&. It
is also of the order of the fluctuations inEk

total during the
simulation.

V. DISCUSSION

The various cases studied in this work have been exp
itly chosen because of their ‘‘extremal’’ behavior. The ox
gen ions in MgO have a very strong electron–ion coupling
shown by the large quantum kinetic energy. However, o
gen seems to be well described within the rigid-ion appro
mation and so the thermodynamics are probably quite c
to those of a BO system. Crystalline silicon is less well d
scribed in terms of rigid ions~although still remarkably well!
but it has a much lower electron–ion coupling so the err
in the forces are very small. If we ‘‘measure’’ the departu
of the CP dynamics from the BO dynamics in terms
DM /M , with DM defined as in Eq.~26!, then it appears tha
the elements where the departure is expected to be large
located on the upper right-hand side of the periodic tab
because they combine a low atomic mass with a large b
ing energy of the valence electrons~and thus a large quantum
kinetic energy!. Transition metals may also be strongly a
fected, because of the large number and strong localiza
of thed electrons. However, the higher the localization of t
orbitals, the higher the chances that the description of
electronic dynamics in terms of rigid orbitals is correct. T
large departure observed in the case of MgO suggests th
proper assessment of how much the CP forces differ from
BO ones is mandatory in most systems. This can be achie
by either calculating the BO forces for selected ionic co
figurations, or by performing simulations for differen
~smaller! values ofm, and checking how the results sca
with decreasingm. If the departure is large then it is likel
that in many cases the CP forces can be brought into g
agreement with the BO ones by simply rescaling the io
masses.

Additional complications may arise when the dynam
lead to fundamental changes in the electronic structure.
first and second derivatives of the electronic orbitals w
respect to the positions of the ions, which appear in Eq.~19!,
may become relevant in regions of phase space where
electrons play a significant role. For example, if charge tra
fer between ions occurs, or if a substantial rearrangemen
the electronic orbitals takes place, as in a chemical reac
then the simple method of rescaling the ionic masses wil
longer work. In some of these cases the Born–Oppenhe
approximation itself may become invalid. In all other case
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check of the dependence of the CP results on the electr
mass is strongly suggested.

If one is to judge the quality of a CP simulation by th
errors in the forces as we have largely done here, the
question which needs to be addressed is to what extent t
errors manifest themselves as errors in the properties o
terest in the simulation. It is likely that random high fre
quency oscillations in the forces such as those due to
dynamics of thedc i have no discernible effect on the the
modynamics of the system if such oscillations are small. T
magnitude of the oscillations seen here in the case of M
may be a cause for concern. However, we have checked
structural properties are not strongly affected by these err
Ionic pair-correlation functions are only marginally affecte
by the electronic mass. A rough estimate of the error in
thermal expansion can be obtained by considering that, in
case of MgO, the average pressures during them5100 and
400 a.u. simulations differ by about 2 GPa. Because the b
modulus of MgO at those conditions is;700 GPa,14 a 2 GPa
pressure difference would cause a 0.3% volume differenc
isobaric conditions. The volume expansion in MgO at 28
K and 100 GPa is about 3%15 with respect to 0 K and 100
GPa, implying that the uncertainty in the thermal expans
is about 10%.

All of the effects discussed in this paper are depend
on the choice of the fictitious mass parameter,m, and by
reducing this parameter all thermodynamic and dynam
properties of a simulation may be brought arbitrarily close
those in a Born–Oppenheimer system. A reduction ofm has
the drawback that the time step required to integrate
equation of motion for the electronic orbitals is reduc
thereby decreasing the computational efficiency of
method. However, the time step scales asDt;m1/2. This
means that reducingm by an order of magnitude increase
the simulation time by only a factor of 3. By checking ho
the property of interest in a simulation scales withm one can
control the level of approximation with which it is
calculated.16,17

VI. CONCLUSIONS

Under the assumption that high frequency electronic
cillations ~i.e., the dynamics of theudc i&! are small and in-
dependent of ionic motion, we have shown that Ca
Parrinello simulations amount to solving the equation
motion for the ions

MIR̈I
a5FBOI

a 12(
i

m iRH(
J

R̈J
b

]^c i
~0!u

]RI
a

]uc i
~0!&

]RJ
b

1(
J,K

ṘJ
bṘK

g
]^c i

~0!u
]RI

a

]2uc i
~0!

]RK
g ]RJ

bJ . ~34!

We have compared the forces in simulations of Si a
MgO for a number of different values ofm to the BO forces
and found that in the case of Si the errors are small
change very slightly the phonon spectrum of the crystal.
MgO we observe very large systematic errors in the for
which are however mostly attributable to a rescaling of
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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mass of the oxygen ion, thereby preserving the thermo
namics. When corrected for this effect the errors are sligh
higher than those in crystalline Si but still quite small. T
phonon densities of states further confirm both the in
equacy of CP at these values ofm without the rigid-ion cor-
rection to describe dynamics and the ability of the rigid-i
model to correct the dynamics in MgO.

We have demonstrated the necessity for checking
dependence of results of CP simulations on the value of
fictitious mass parameterm.
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