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The general aim of this study is to test the reliability of polarizable model potentials for the
prediction of vibrational �infrared and Raman� spectra in highly anharmonic systems such as high
temperature crystalline phases. By using an ab initio parametrized interatomic potential for SiO2 and
molecular dynamics simulations, we calculate the infrared and Raman spectra for quartz,
cristobalite, and stishovite at various thermodynamic conditions. The model is found to perform
very well in the prediction of infrared spectra. Raman peak positions are also reproduced very well
by the model; however, Raman intensities calculated by explicitly taking the derivative of the
polarizability with respect to the atomic displacements are found to be in poorer agreement than
intensities calculated using a parametrized “bond polarizability” model. Calculated spectra for the
high temperature � phases, where the role of dynamical disorder and anharmonicities is
predominant, are found to be in excellent agreement with experiments. For the octahedral phases,
our simulations are able to reproduce changes in the Raman spectra across the rutile-to-CaCl2
transition around 50 GPa, including the observed phonon softening. © 2006 American Institute of
Physics. �DOI: 10.1063/1.2390709�

I. INTRODUCTION

Raman and infrared spectroscopies are routinely used as
an experimental tool for the characterization of materials. By
probing the vibrational dynamics of a material, they are very
effective in providing information about its mechanical and
elastic properties, as well as on the occurrence of structural
phase transitions. In high-pressure physics, where alternative
techniques are difficult to use in conjunction with diamond
anvil cells, vibrational spectroscopies are instrumental to de-
tect phase transitions. The theoretical determination of Ra-
man and infrared �IR� spectra is a powerful complementary
tool to experimental analysis, particularly at extreme condi-
tions of pressure and temperature, where experiments are
challenging. The theoretical analysis establishes a direct link
between the peaks observed in the experimental spectra and
the character of the underlying atomic dynamics and struc-
ture and can be used to validate or dismiss structural models.
Theoretical efforts to model the vibrational dynamics of sol-
ids have been to a large extent limited to the harmonic ap-
proximation, whereby the vibrational density of states
�VDOS� is obtained by direct diagonalization of the dynami-
cal matrix obtained in the limit of small-amplitude harmonic
oscillations of the atoms around their equilibrium positions.
Theoretical models of IR and Raman spectra require, in ad-
dition to the VDOS, the calculation of the derivative of the
polarization vector and of the polarizability tensor with re-

spect to atomic displacements, respectively. The derivatives
can either be obtained from simple empirical models or from
an ab initio quantum treatment of the electronic response.1–4

The harmonic approximation holds well for most solids at
low temperatures. However, a large number of materials, in-
cluding ferroelectrics, ionic conductors, and silicates, un-
dergo phase transitions between ordered and disordered
states �which are completely anharmonic� due to temperature
and/or pressure changes. In addition, Raman spectra in vari-
ous melts, especially, the liquid silicates in magmas, still lack
a theoretical interpretation.5–7 The harmonic approximation
is obviously unable to describe such strongly anharmonic or
fluid phases.

Attempts to go beyond the harmonic approximation nor-
mally range from the systematic calculation of higher-order
contributions in terms of the atomic displacements from
equilibrium to the full time-dependent treatment of the
atomic trajectories by means of molecular dynamics �MD�,
the latter being applicable also to fluids, where atomic dis-
placements from the initial positions can be arbitrarily large
and power expansions ill defined. Within a molecular dy-
namics approach, the full VDOS can be calculated as the
Fourier transform of the velocity-velocity autocorrelation
function, and derivatives of the polarization and of the polar-
izability can be obtained “on the fly” at each instantaneous
configuration of the system during its time evolution.8 While
this approach guarantees in principle a full treatment of the
dynamics in anharmonic solids and in fluids and can be ex-
tended to include an ab initio calculation of the electronica�Electronic mail: scandolo@ictp.it
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polarization and polarizability, a full quantum mechanical
approach to the determination of Raman and IR spectra has
so far been severely limited by the computational overhead
of the quantum mechanical response and has been reported
so far only for very simple systems.9,10 In this context, it is
clear that the development of simplified models for the cal-
culation of Raman and IR spectra, which retain the accuracy
of ab initio treatments but at a much reduced computational
cost, would be extremely useful.

In this paper we present a model, based on molecular
dynamics and on polarizable force field parametrized on ab
initio calculations, which is able to reproduce the experimen-
tal spectra of various silica �SiO2� polymorphs with good
accuracy. The choice of silica was motivated by the avail-
ability of a polarizable force field from previous work and
also by the need to test the method on a large variety of
phases with different degrees of anharmonicity and/or dy-
namical disorder.

Silica exists in many different polymorphs, �- and
�-quartz, �- and �-cristobalite, coesite, stishovite, and a
CaCl2-like form, each one thermodynamically stable in a dif-
ferent region of the phase diagram. Such a variety of phases
offers an interesting stage for theoretical models. The most
stable phase of silica at ambient condition is �-quartz, which
belongs to the class of silica structures with corner-sharing
SiO4 tetrahedral. Quartz is traditionally considered a non-
trivial benchmark system for examining the accuracy of the
theory.2,3 Cristobalite belongs to the same class of structures
but has smaller density, different symmetry, and a different
medium-and long-range arrangement of the tetrahedral. Be-
sides their obvious relevance per se, understanding the Ra-
man and IR spectra of both quartz and cristobalite might set
a basis for the interpretation of vibrational spectra in silica
glass, the disordered counterpart of the class of corner-
sharing tetrahedral networks. By increasing temperature,
quartz and cristobalite transform from a low temperature �
phase, where the harmonic approximation is believed to be
valid, into a � phase, whose dynamics is believed to be
dominated by dynamical disorder and hence to be com-
pletely anharmonic. Raman and IR experiments on quartz
and cristobalite as a function of temperature show that the
�-� transition is characterized by the sudden disappearance,
in the high temperature � phases, of some of the peaks of the
low temperature � phases.11–14 In quartz, the Raman modes
present at 128 and 207 cm−1 in the � phase merge and
weaken, and only one major peak remains in the spectrum of
�-quartz around 464 cm−1, slightly left shifted with respect
to the same peak in �-quartz.12 For cristobalite, all the strong
Raman bands at 416, 230, and 114 cm−1 disappear in the
transition of �-cristobalite to �-cristobalite.13,14 Stishovite
�rutile structure� and the CaCl2-like phase of silica are also of
considerable interest not only because of their edge-sharing
SiO6 octahedral structures, with Si in sixfold coordination to
O, but also because the pressure-induced rutile-to-CaCl2
transition is a typical example of a soft-mode-induced
Laudau-type transition, as first found by Raman
spectroscopy15 and later confirmed by x-ray diffraction.16

Calculating infrared spectra from model potentials re-

quires the knowledge of the polarization changes during the
dynamics, which can be extracted from classical17–20 or from
ab initio simulations.10 The results in the case of classical
simulations depend on the potential employed, so the ability
of a potential to reproduce infrared spectra has become an
important criterion in determining the quality of a potential
and in identifying the relevant interactions.17–20 For example,
the most widely used force fields for silica, such as the
TTAM �Ref. 21� and BKS �Ref. 22� potentials, showed some
difficulties in reproducing the infrared spectra of silica
polymorphs.18,19 Calculating Raman spectra requires, in ad-
dition to the polarization, also the knowledge of the elec-
tronic linear response to an electric field �i.e., the polarizabil-
ity� of the system during the vibrational dynamics. Ab initio
approaches can provide such a response, albeit with a sub-
stantial computational effort. On the other hand, empirical
approaches based on rigid charges, such as the TTAM and
BKS potentials, are unable, by construction, to simulate the
electronic response, which explains why no attempt has been
made so far to provide a theoretical model for the vibrational
spectra of the high temperature � phases. We have recently
developed a new polarizable force field for silica �the TS
potential23�, which describes experimental data on the struc-
tural properties of most SiO2 low-pressure crystalline poly-
morphs, liquid and glass, better than any other empirical
model,23–25 as detailed in Sec. II A. For the purpose of the
present paper, however, the main advantage of the TS poten-
tial, with respect to rigid-ion models, is its fluctuating-dipole
feature, which implies that the polarizability of the system
�and thus its Raman spectra� can be extracted from the model
itself, without further empirical and/or external assumptions.
The reliability of the Raman spectra calculated with the TS
potential is not obvious a priori, as the parameters of the
potential were fitted to reproduce ab initio forces, stresses,
and energies on selected configurations, while the electronic
response was not included explicitly in the set of physical
quantities to which the potential was fitted. So the possibility
exists that the parameters related to the induced fluctuating
dipoles took effective values able to reproduce the structural
properties, but perhaps not the electronic response, as re-
cently shown in the case of the piezoelectrical constant.26

The goal of this work is twofold. On one hand we deter-
mine the accuracy of the TS potential in reproducing the
Raman and IR spectra of selected silica polymorphs, includ-
ing octahedral phases. On the other hand, we present a
model, based on molecular dynamics, which is capable of
simulating Raman and IR spectra at arbitrary temperatures,
up to the fully anharmonic regime. The paper is organized as
follows: in Sec. II we give a brief overview of the calculation
methods. In Sec. III we present the infrared spectra for the
low-pressure phases �quartz and cristobalite� and the high-
pressure phase stishovite and compare them with the results
of other potentials. In Sec. IV A, we present Raman spectra
for quartz and cristobalite at low temperatures and discuss
the reliability of the Raman spectra calculated with the TS
potential. In Sec. IV B, we present Raman spectra for quartz
and cristobalite at high temperatures. In Sec. IV C we de-
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scribe the Raman spectra of stishovite and how it changes
across the rutile-to-CaCl2 transition. We summarize our re-
sults in Sec. V.

II. COMPUTATIONAL METHODS

A. The potential

In the present work, the TS potential23 is employed to
model �- and �-quartz, �- and �-cristobalite, stishovite, and
a CaCl2-like phase. The quest for a better potential for silica
polymorphs has a long history, which started with the obser-
vation that an effective empirical pair potential could de-
scribe the relevant structural and dynamical features of silica
liquid and glass.27 Explicit inclusion of covalency in Si–O
bonds was achieved by adding three-body contributions.28,17

The TTAM pair potential21 was regarded as an important
development, because its parameters were fitted to ab initio
data �on small clusters� and because partial covalence was
modeled by the use of partial charges and a compensating
short-range attraction. The BKS potential22 went further
along this line by reparametrizing the TTAM potential on
experimental data for quartz, an extended solid. The defi-
ciencies of rigid-ion models have been neatly discussed by
Wilson et al.20 In particular, rigid-ion models were shown to
be unable to reproduce the experimental gap between stretch-
ing and bending frequencies in the infrared spectra of silica
glass. It was instead shown that by allowing oxygen ions to
be polarizable, the infrared spectra could be substantially im-
proved. The TS potential was developed starting from the
ideas of Wilson et al. with the additional feature that its
parameters were obtained by best fit to forces, stresses, and
energies obtained by ab initio methods on selected configu-
rations in the liquid.23 Previous simulations using the TS
potential are in very good agreement with experimental data
on the structural properties of most SiO2 low-pressure crys-
talline polymorphs, liquid and glass.23–25 The temperature
dependence of the c /a ratio in �- and �-quartz �Fig. 4 in
Ref. 24� and pressure dependence of the lattice constant
across the rutile-to-CaCl2 transition �Fig. 14 in Ref. 24� are
just a few examples of the accuracy of the potential with
respect to other existing force fields for silica. The TS poten-
tial has been shown to reproduce the Si–O–Si angular distri-
bution in the liquid and in all the low-pressure crystalline
silica phases better than rigid-ion potentials.23 The Si–O–Si
angle distribution is believed to be tightly correlated with
Raman spectra.2,29–31 Recent work has shown that the TS
potential agrees very well with ab initio calculations on the
VDOS of quartz,24 indicating that the vibrational properties
are also reproduced faithfully by the TS potential.

B. Infrared and Raman spectra

The infrared spectra have been calculated from the Fou-
rier transform of the total polarization autocorrelation func-
tion, as already done for other potentials:17–20

I��� =
4�2�

3hcn
�1 − exp�− h�/KBT��

��
−�

�

dte−i�t�P�t� · P�0�� , �1�

where n is the refractive index of the medium, which for
practical purposes can be treated as a constant in the calcu-
lation, h is the Planck constant, c is the speed of light, KB is
the Boltzmann constant, T is the temperature, P�t� is the total
polarization vector at time t, which includes rigid charges
and induced and short-range dipoles,23 and angular brackets
indicate the statistical average.

Raman spectra reported in this work have been calcu-
lated by Fourier transforming the dynamical autocorrelation
functions of the electronic contribution to the polarizability
tensor �.8,9 Following the procedure in Ref. 9, we divide �
into its scalar part � and anisotropic part � so that

��t� = ��t�I + ��t� , �2�

where ��t�= 1
3Tr ��t� and I is the identity matrix. Then it can

be shown that the polarized component of Raman intensity is
given by

IVV��� = IISO��� + 4
3 IVH��� , �3�

where � is the frequency of the Raman spectra, with the
isotropic scattering component given by

IISO��� =
1

2�
� dte−i�t���0���t�� �4�

and the depolarized �or anisotropic� component by

IVH��� =
1

2�
� dte−i�t 1

10
�Tr��J�0� · �J�t��� . �5�

Because the correlation functions are computed classically,
quantum effect corrections9 are taken into account by multi-
plying Eqs. �4� and �5� by a factor of �1−e�−h�/KT� /2�.

We calculated the tensor � with two different ap-
proaches. In the “direct” approach, � was calculated as the
derivative of the instantaneous electronic polarization with
respect to an external electric field. The polarizability tensor
was also calculated at each step using the bond polarizability
model,3 as discussed below.

C. The direct approach

In the direct approach, � was calculated as

��� = −
�P�

�E�

, �6�

where P is the polarization vector, E is the applied electric
field, and � and � are x, y, z in Cartesian coordinates. The
derivative on �6� was calculated by finite differences at each
MD step, by keeping atoms fixed. We found that E
=0.001 a.u. guarantees that we are still in the linear regime,
with negligible numerical noise. As a test of the accuracy of
the method, we computed the electronic contribution �	�� to
the dielectric tensor of �-quartz as 	��

� =
��+4������, where
the average is taken over a MD trajectory at 0 GPa and

194524-3 Infrared and Raman spectra of silica polymorphs J. Chem. Phys. 125, 194524 �2006�

Downloaded 12 Dec 2006 to 140.105.16.64. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



300 K. We obtained similar values for the parallel �	�

=2.295� and perpendicular �	�=2.290� directions to the op-
tical axis �z axis�, which are in excellent agreement with the
experiments �	� =2.383 and 	�=2.356�.32

D. The bond polarizability model

The polarizability tensor � was also calculated, at each
MD step, with the so-called bond polarizability model �BP
model�,3 in which the polarizability is parametrized in terms
of bond contributions as follows:

��� =
1

3
�2�p + �l�
�� + ��l − �p�	R�R�


R
2
−

1

3

��� , �7�

where R=RO−RSi is the vector connecting a bonded pair of
oxygen and silicon atoms located at RO and RSi, respectively.
The parameters �l and �p define the longitudinal and perpen-
dicular contributions to the bond polarizability, respectively,
and depend on the length of the Si–O bond with the follow-
ing derivative:

����

�R�

=
1

3
�2�p� + �l��
��R̂� + ��l� − �p��	R̂�R̂� −

1

3

���R̂�

+
��l − �p�


R

�
��R̂� + 
��R̂� − 2R̂�R̂�R̂�� , �8�

where R̂ is a unit vector along R and �l� and �p� are the
derivatives of the bond polarizabilities with respect to the
bond length. Notice that only the derivative of the bond po-
larizability is needed, as only its time-dependent changes,
and not its absolute values, enter in the construction of the
Raman intensity. The derivative of the polarizability is thus
completely defined in the BP model by three parameters:

� = 2�p� + �l�, � = �l� − �p� , � =
�l − �p

R
. �9�

Here we used the parameters of Ref. 3, which were de-
termined by ab initio density functional methods. In order to
calculate Raman intensities with the BP model we generated
a MD trajectory with the TS potential and extracted the fluc-
tuating part of the bond lengths by substracting from their
instantaneous values the average value of the individual
Si–O bonds averaged along the full trajectory. The total po-
larizability at each MD time step was finally determined by
means of Eq. �6�, by summing over all the Si–O bonds.

We will use both the direct method and the BP model to
construct the polarizability of �-cristobalite and quartz. For
the octahedral phases, however, no bond polarizability model
exists to our knowledge, so the polarizability was determined
exclusively using the direct method. It is important to remark
that while the BP model has been widely employed so far to
construct Raman spectra for silica polymorphs,33 most of the
calculations reported in the literature so far have been ob-
tained in the harmonic approximation, and no calculation has
been thus reported for high temperature � phases.

E. Details of the molecular dynamics

The MD trajectories were obtained in the microcanoni-
cal �NVE� ensemble. For quartz we used a simulation cell
containing 2�2�2 �-quartz unit cells �for a total of
24 SiO2 units�, for cristobalite a cell with 2�2�2
�-cristobalite unit cells �32 SiO2 units�, and for stishovite a
cell with 2�2�4 stishovite unit cells �32 SiO2 units�. The
Verlet algorithm was used to integrate Newton’s equations of
motion and the time step was set to 0.723 fs throughout this
work. The initial atomic configurations at low temperature
were taken from the ideal crystal structures,34 and the initial
velocities were taken from a Gaussian random distribution.
Simulations of the high temperature and high-pressure
phases were either started from the structures of Ref. 24 or
obtained with the TS potential in the NPT ensemble by in-
creasing temperature/or pressure very slowly. Equilibration
times were of the order of 200 ps for the NPT runs, which
were followed by about 200 ps in the NVT ensemble. Fi-
nally, runs longer than 200 ps were performed in the micro-
canonical ensemble to construct the correlation functions.
The finite length of the runs introduces a 2–3 cm−1 broad-
ening in the spectra, which was convoluted with an addi-
tional empirical broadening of 4 cm−1.

III. INFRARED SPECTRA

In this section we compare infrared spectra for quartz,
cristobalite, and stishovite with experiments, as well as with
spectra obtained with other force fields, such as TTAM,21

BKS,22 and three-body potentials.17 Infrared spectra for low-
pressure and low temperature crystalline phases, �-quartz
and cristobalite, are in excellent agreement with experimen-
tal data,35,11 as shown in Figs. 1 and 2, respectively. Calcu-
lated frequencies are systematically underestimated, but dif-
ferences are below 7%–8%. Intensities are also in fair
agreement with experiments, if one considers that experi-
mental spectra are obtained from powders and are generally
broad, as a consequence of grain shape heterogeneity.35 A
comparison with the infrared spectra obtained with the BKS
potential18 shows that the addition of polarization effects can
greatly improve the quality of simulated infrared spectra,
particularly for what concerns intensities, as already noted
for silica glass by Wilson et al.20

FIG. 1. Infrared spectra for �-quartz at 0 GPa and 300 K. The upper panel
is experiments �Ref. 35�; the lower panel is our calculation.

194524-4 Liang, Miranda, and Scandolo J. Chem. Phys. 125, 194524 �2006�

Downloaded 12 Dec 2006 to 140.105.16.64. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



Comparison of our results for cristobalite with those ob-
tained with a charge-transfer three-body potential17 shows
that the two models have similar intensity ratios and that
both compare well with experiments. However, peak posi-
tions with the three-body potential are in worse agreement
with experiments than those obtained with the TS potential.
In addition, the � to � transition is estimated to take place
around 1000 K with the three-body potential,17 in contrast
with experimental values ranging from 393 to 545 K,36

while the TS potential gives a value within the experimental
range.24 In Fig. 3 we show the calculated infrared spectrum
of high temperature �-cristobalite, together with the experi-
mental data.11 The peak at around 600 cm−1 in the � phase
disappears in the � phase, in agreement with experiments
and with the results obtained with the three-body potential.17

The TS potential employed in this work was obtained by
best fit to ab initio data in liquid silica at low pressure, i.e., in
a regime where the Si–O coordination is close to four, but for
a few coordination defects. The applicability of the TS po-
tential to sixfold coordinated, octahedral phases, such as
stishovite, is thus not straightforward. However, the TS po-
tential was recently shown to reproduce very well the c /a
ratio24 during the rutile-to-CaCl2 transitions in stishovite.
The lattice constants a and b predicted by the TS potential
are also in excellent agreement with experiments and show a

clear Landau-type transition around 50 GPa.24 The only dis-
crepancy with experiment is that the lattice constant is sys-
tematically overestimated in the simulation. While we be-
lieve that the problem might be solved by modifying the
potential so as to allow the ion size and shape to vary, simi-
larly to MgO,37 we also believe that it is important to assess
whether the accuracy of the potential in its present form can
be extended to octahedral phases also for what concerns the
Raman and IR spectra. We show in Fig. 4 the calculated IR
spectra of stishovite at 9 GPa with experimental spectra ob-
tained at ambient pressure,38 since we could not stabilize
stishovite at ambient pressure and no experimental spectra
with intensities are available at finite pressure. The position
of the peaks in the calculated spectra is in fair agreement
with the position of the main experimental peaks.38 Consis-
tent with experiments, the peak corresponding to the octahe-
dral Si–O stretching mode lies around 800 cm−1. Our results
are in much better agreement with experiments than those
obtained with the BKS model,18 where all peaks lie in the
500–620 cm−1 range, and those obtained with a charge-
transfer three-body potential,39 where only two peaks were
reported around 800–1000 cm−1.

IV. RAMAN SPECTRA

A. Low temperature tetrahedral phases

We first compare the Raman spectra calculated using the
BP model �Sec. II D� with experiments and ab initio calcu-
lations. Raman spectra for the low-pressure and low tem-
perature crystalline phases, �-quartz and �-cristobalite, are
presented in Figs. 5 and 6, respectively. The spectra are in
excellent agreement with experimental data12,13,29,40 and with
ab initio calculations,4 especially concerning the Raman
peak positions. The three main peaks for �-quartz are found
at 129, 205, and 467 cm−1 in our simulations, compared with
128, 207�6�, and 464 cm−1 in experiments, respectively.12,29

The two main peaks for �-cristobalite are at 223 and
409 cm−1 in our simulations, compared with 230 and
416 cm−1 in experiments.13 A weaker peak at around
114 cm−1 for �-cristobalite is found both in ab initio and our
calculations. Such accuracy in the peak positions is beyond

FIG. 2. Infrared spectra for �-cristobalite at 0 GPa and 100 K. The upper
panel is experiments �Ref. 11�; the lower panel is our calculations.

FIG. 3. Infrared spectra for �-cristobalite at 0 GPa and 600 K. The upper
panel is experiments �Ref. 11�; the lower panel is our calculations. Note the
disappearance of the 590 cm−1 band �609 cm−1 in experiments �Ref. 11�� as
a result of the � to � transition.

FIG. 4. Infrared spectra for stishovite at 9 GPa and 300 K. The upper panel
is experiments at 1 atm and room temperature �see text for explanation��Ref.
38�; the lower panel is our calculations.
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expectations and is probably due to a compensation of errors.
The ab initio frequencies of Ref. 4, shown in Figs. 5 and 6,
were in fact rescaled by 5% to match the experimental spec-
tra. The TS potential was constructed to match the ab initio
potential, so a similar error �5%� would be expected, with
respect to experimental data, in case of perfect fit. Therefore,
the accuracy of the TS results �
3% � must be the conse-
quence of a compensation between the ab initio intrinsic
error and the residual fit error.

Intensities calculated with the BP model are known to be
accurate,2,3 so the agreement between theoretical and experi-
mental intensities in Figs. 5 and 6 is not surprising. Intensi-
ties calculated with the direct approach �Sec. II C� turn out to
be in worse agreement with experiments than those obtained
with the BP model. In Figs. 7–9, we compare isotropic and
anisotropic parts �as defined in Eqs. �4� and �5��, calculated
with the two approaches for �-quartz and �-cristobalite. The
peak positions are obviously the same in the two approaches,
as the same MD trajectory was employed. The intensities of
the isotropic parts calculated with the two approaches are
also in good agreement. However, regarding the anisotropic
part, the direct approach seems to perform rather badly for
what concerns intensities, which are about one order of mag-

nitude larger than with the BP model. Because the spectra
obtained with the BP model are in good agreement with ex-
periment, we conclude that the current implementation of the
polarizability in the TS model serves very well the purpose
of providing accurate force on the atoms and first derivatives
of the polarization �such as effective charges and dielectric
constant� but needs further improvement in order to match
the accuracy of the BP model in the calculation of higher-
order derivatives such as Raman intensities. For this reason,
Raman spectra for the tetrahedral phases at high temperature
will be calculated using the BP model only.

B. High temperature tetrahedral phases

Raman spectra calculated using the BP model �Sec. II D�
for the high temperature and low-pressure crystalline phases,
�-quartz and cristobalite, are compared with experimental
data12,13 in Figs. 10 and 11, respectively. We find an excellent
agreement with experiments in both cases. For quartz, the
modes at 129 and 205 cm−1 merge and are drastically attenu-
ated; the peak around 467 cm−1 in �-quartz is left shifted to
458 cm−1, to be compared with a peak position at 459 cm−1

in experiments.12 For cristobalite all major bands �at 110,
223, and 409 cm−1� merge into a structureless bump, in
agreement with experiments.13,14 It is important to notice that
Raman spectra at high temperature differ substantially with

FIG. 5. Raman spectra for �-quartz at 0 GPa and 300 K. The top panel is
experiments �Ref. 29�; the middle panel is ab initio calculations �Ref. 4�; the
bottom panel is our calculations, based on the bond polarizability model
�seen in Sec. II D� and the trajectory generated by MD simulations with the
TS potential. Theoretical data are convoluted with a uniform Gaussian
broadening with width �=4 cm−1.

FIG. 6. Raman spectra for �-cristobalite at 0 GPa and 100 K. Panels are the
same as in Fig. 5.

FIG. 7. Isotropic part of the Raman spectra for �-quartz at 300 K and
0 GPa. In the upper panel, the intensity is obtained by the BP model �see
Sec. II D�; in the lower panel it is obtained with the direct approach �see
Sec. II C�.

FIG. 8. Isotropic part of the Raman spectra for �-cristobalite at 100 K and
0 GPa. Panels are the same as in Fig. 7.
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respect to the low temperature phases. In cristobalite no clear
peak is observed above the transition temperature, and in
quartz only one sharp peak around 460 cm−1 remains. The
capability of our theoretical approach to reproduce the
changes in the experimental spectra across the �-� transition
suggests that the method can be applied with confidence in
the study of temperature-induced transitions where the role
of dynamical disorder and anharmonicities is predominant.
We also remark that this is the first theoretical attempt to
model Raman spectra in high temperature silica phases.

The atomistic mechanisms of the �-� transformations
and the nature of the high temperature phases are still a sub-
ject of debate,14,41–48 and the correct interpretation of Raman
and IR spectra may provide important hints to the solution of
the debate. For example, the disappearance of the Raman and
IR peaks in cristobalite has been used to rule out domain
models of the transition.14 The modes around 400–600 cm−1

are particularly interesting because they are connected with
the displacement of oxygen atoms along the bisector direc-
tion of the Si–O–Si bond angle.2,28–30 In the high temperature
��� phases, the Si–O–Si plane normal undergoes reversals, as

shown by Huang and Kieffer.17,41 In �-cristobalite, the dis-
tribution of the Si–O–Si plane normal is such that for any
direction of the plane normal there is an equal probability of
finding its opposite. Because in a simple bond polarization
picture the plane reversals change the sign of their individual
contributions to the total Raman signal, the Raman intensity
around 400–600 cm−1 in �-cristobalite is very weak. On the
contrary, in quartz, the �-� transition is characterized, on
average, by a 45° flip of the Si–O–Si plane normal,43 which
breaks the “inversion” symmetry discussed above for
�-cristobalite and preserves the finite intensity of this mode
at around 460 cm−1.

C. Octahedral phases

We focus here on the rutile-to-CaCl2 transition reported
to take place in experiments around 50 GPa. We notice that
no BP model parameterization exists for octahedral silica, so
we are forced to use the direct method �Sec. II C�. In Fig. 12
we compare calculated and experimental Raman spectra for
stishovite. Calculations were performed again at 9 GPa, as
we could not stabilize stishovite at ambient pressure. No
clean experimental spectra with intensities are available at
finite pressure, so we report in Fig. 12 experimental spectra
obtained at ambient pressure.12,40,49 Pressure corrections in

FIG. 9. Anisotropic part of the Raman spectra for �-quartz. Panels are the
same as in Fig. 7.

FIG. 10. Raman spectra for �-quartz at 0 GPa and 750 K. The left panel is
experimental data from Ref. 12; the right panel is our calculations based on
the BP model. The simulated data are convoluted with a uniform Gaussian
broadening with width �=4 cm−1 as in Fig. 5.

FIG. 11. Raman spectra for �-cristobalite at 0 GPa and 600 K. The upper
panel is experimental data from Ref. 13; the bottom panel is our calculations
based on the BP model.

FIG. 12. Raman spectra for stishovite at 9 GPa and 300 K. The upper panel
is experimental data at 1 atm from Ref. 12; the bottom panel is our calcu-
lations using the direct approach �see Sec. II C�.
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the Raman peak positions amount to less than 30 cm−1 be-
tween 0 and 9 GPa.15 The results are in qualitative agree-
ment with the experimental spectra; however, the peak posi-
tions are systematically underestimated and, like in quartz,
the intensity of the anisotropic part is overestimated. Never-
theless, it is instructive to notice that the peaks at 180 and
480 cm−1 only come from the anisotropic part.

The pressure-induced rutile-to-CaCl2 transition is a typi-
cal example of a soft-mode-induced Laudau-type transition,
as first found by Raman spectroscopy15 and later confirmed
by x-ray diffraction.16 A detailed theoretical study of this
subtle transition is potentially useful in the modeling of silica
at high pressure. In Fig. 13 we show the pressure dependence
of the vibrational modes for the stishovite and compare it
with experiments.15 In spite of the poor accuracy in the ab-
solute positions of the peaks, their pressure dependence ap-
pears to be correctly captured by the model. In particular, the
lowest peak shows a softening behavior below 51 GPa,
which is consistent with experiments15,50 and
simulations.15,51,52 Our simulations also reproduce the subse-
quent increase in the peak position after the transition. Con-
sidering that the TS potential was optimized for tetrahedral,
low-pressure phases, the present results are quite encourag-
ing and confirm that its range of applicability could be sub-
stantially larger and include octahedral phases, even though
with a reduced accuracy.

V. CONCLUSIONS

By using an improved, ab initio parametrized inter-
atomic potential for SiO2, we first calculated infrared and
Raman spectra for quartz, cristobalite, and stishovite and
compared them with experiments, as well as with spectra
obtained with other force fields, such as TTAM, BKS, and an
improved three-body potential. The reliability of our interac-
tion potential in the calculation of IR spectra is validated by
the excellent agreement with experimental IR data both in

the peak positions and in the relative intensities. In particular,
we were able to reproduce the relevant spectral changes
mode in the �-� transition of cristobalite. For the octahedral
phases, even though the agreement with experiments is
worse than for the low-pressure phases, the potential repro-
duces the three main modes with reasonable accuracy.

In the case of Raman spectra, peak positions turned out
to be in good agreement with experimental and ab initio
calculations. However, intensities determined by explicitly
calculating the derivatives of the polarizability with respect
to atomic displacements turned out to be in worse agreement
with experiments than those obtained when a parametrized
bond polarizability model was employed. Raman spectra cal-
culated using the bond polarizability model for the high tem-
perature and low-pressure crystalline phases, �-quartz and
�-cristobalite, were found to be in excellent agreement with
experiments. It is important to remark that the atomic dy-
namics in the proximity of �-� transitions and in the high
temperature � phases are generally considered to be highly
nonharmonic. Our results suggest that the present method
can be extended to the study of other temperature-induced
transitions where the role of dynamical disorder and anhar-
monicities is predominant. The performance of our potential
in octahedral structures was evaluated by calculating Raman
spectra across the rutile-to-CaCl2 transition at around
50 GPa. In spite of the poor accuracy in the absolute posi-
tions of the peaks and the relative intensities, their pressure
dependence appears to be correctly captured by the model. In
particular, the lowest frequency peak shows a softening be-
havior below �50 GPa, which is consistent with experi-
ments and other calculations.

Polarizable model potentials are increasingly used in the
simulation of water and biomolecular systems,53 where vi-
brational spectroscopy is still a primary source of informa-
tion about microscopic structure and dynamics. Our study
highlights virtues and deficiencies of a polarizable model in
the determination of Raman and IR spectra in the highly
anharmonic regime in the specific case of silica. The study
shows that our silica model performs very well for IR spectra
but suggests that improvements are required in the polariza-
tion part before a satisfactory agreement with experiments
can be reached on Raman intensities. On the other hand,
combining the MD trajectories obtained with our polarizable
potential with a parametrized model for the polarizability
yields results in very good agreement with experiments for
Raman intensities.
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