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Abstract

We introduce a multi-scale diagonalization scheme to study the transition be-
tween the many-body localized and the ergodic phase in disordered quantum
chains. The scheme assumes a sharp dichotomy between subsystems that be-
have as localized, and resonant spots that obey the Eigenstate Thermalization
Hypothesis (ETH). We define the scheme by a set of microscopic principles and
use them to numerically study the transition in large systems. To a large extent
the results are in agreement with an analytically tractable mean-field approxi-
mation: We find that at the critical point the system is almost surely localized
in the thermodynamic limit, hosting a set of thermal inclusions whose sizes are
power-law distributed. On the localized side the typical localization length is
bounded from above. The bound saturates upon approach to criticality, entailing
that a finite ergodic inclusion thermalizes a region of diverging diameter. The
dominant thermal inclusions have a fractal structure, implying that average cor-
relators decay as stretched exponentials throughout the localized phase. Slightly
on the ergodic side thermalization occurs through an avalanche instability of the
nearly localized bulk, whereby rare, supercritically large ergodic spots eventually
thermalize the entire sample. Their size diverges at the transition, while their
density vanishes. The non-local, avalanche-like nature of this instability entails
a breakdown of single-parameter scaling and puts the delocalization transition
outside the realm of standard critical phenomena.
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1 Introduction and main results

Introduction Many-body-localization (MBL), i.e. the absence of thermalization in isolated
interacting quantum systems [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16], is a fascinating
topic at the border between statistical mechanics and condensed matter physics. An important
step forward in understanding the fully localized phase was the realization that it hosts a
robust form of integrability: MBL quantum Hamiltonians possess a complete set of quasi-local
integrals of motions (LIOMs) [17, 18], which naturally prevent thermalization. In contrast, in
the context of interacting quantum systems, the occurrence of thermalization is now widely
accepted as being closely related with the applicability of random matrix theory to the matrix
elements of local observables, as described by the eigenstate thermalization hypothesis (ETH)
[19, 20, 21, 22]. In lattice models in d = 1 it was proven (up to an assumption) that the MBL
phase exists [23], in the sense that a set of LIOMs can be rigorously constructed. The existence
of a complete set of LIOMs is now often taken as a definition of many-body localization. As
reviewed in [24] this characterization is useful in that many distinguishing properties of the
MBL phase are directly implied by this property.

In d = 1, the main outstanding issue is the nature of the dynamical phase transition
[25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37] that separates the MBL from the ETH phase.
Since current exact numerical studies are mostly restricted to exact diagonalization and small
sample sizes [9, 10, 29, 36, 37], it is of great interest to establish effective descriptions that
permit to access the thermodynamic limit. Several phenomenological renormalization schemes
have already been introduced in this spirit [27, 28, 34, 35], with, however, partially conflicting
predictions. In this paper we develop a new multi-scale diagonalization procedure [38] to
construct the LIOMs iteratively [23, 39, 40, 41, 42], in which we build in the possibility of
quantum avalanches: the growth of ergodic regions around rare spots of higher chaoticity (as
resulting from locally weaker disorder, e.g.), a tendency which we find to become explosive
at criticality. For a localized system our procedure provides the complete set of LIOMs. For
ergodic samples instead it elucidates how thermal mixing occurs in space, and permits, e.g.,
to estimate the local thermalization time at any position along the chain.

Our diagonalization procedure is based on two microscopic principles. The first princi-
ple, used to diagonalize perturbative couplings, is spectral perturbation theory. The second
principle is the use of random matrix theory/ETH for nonperturbative (resonant) couplings
[43, 44, 45], i.e. ergodic inclusions. In [43] it was shown that this second principle remarkably
leads to an ‘avalanche’ instability [43]: an infinite localized system can be thermalized by a
finite ergodic seed if the typical localization length ζ of the MBL system exceeds a critical
value ζc. If ζ is smaller, the size of the region thermalized by an ergodic inclusion is pro-
portional to the size of the inclusion. That is, it is sensitive to the bulk of the inclusion,
not only its surface, which is a signature of the non-local features of thermalization. These
striking conclusions were recently verified with accurate numerical simulations in [46]. These
unconventional effects were not taken into account in previous RG treatments of the transi-
tion [27, 28, 34, 35] or in the existing numerical diagonalization schemes [39, 40, 41, 42] to
construct LIOMs. That distinguishes our work fundamentally from previous approaches. It
seems rather natural to take these two principle as the basis of our diagonalization scheme:
spectral perturbation theory is (as in [8, 23]) relevant as it entails that the LIOMs must be
small deformations of the physical local degrees of freedom, while ETH is the best available
description of ergodic systems. Our diagonalization scheme therefore leads to results that
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are consistent with what is currently understood about the MBL and ETH phases, while
providing new predictions about the nature and the characteristics of the transition.

A mean-field analysis of our diagonalization scheme was already reported in [47]. The
goal of the present paper is (i) to give a careful microscopic derivation of the mean-field flow
equations presented in [47], and (ii) to compare the results of the mean-field approach with
numerical simulations of the unapproximated scheme. We find the results to be in agreement
to a large extent. Below we summarize the main conclusions of our approach:

Main results

1. The typical localization length ζ for the norm of LIOMs remains bounded throughout
the MBL phase, with ζ ≤ ζc, where 1/ζc is the entropy density at infinite temperature.

2. The critical point is localized with probability 1 in the thermodynamic limit. The size
S of thermal inclusions at the critical point is distributed with a power-law exponent:
p(S) ∼ S−τ , with τ > 2. The typical localization length ζ saturates the bound ζ = ζc
at criticality. The latter implies an ‘infinite response’ to large thermal inclusions at
the critical point: including a thermal region of size k in a critical localized system
thermalizes `k spins with `k/k →k→∞ ∞.

3. Beyond the critical point delocalization is driven by an ‘avalanche’ instability whereby
rare ergodic regions of size k ≥ k∗ thermalize the system completely (while the system
would be localized without these regions). The threshold size k∗ diverges as the critical
point is approached from the thermal side.

4. There is no single parameter scaling at the transition: The transition of eigenstate
properties appears continuous from the MBL side and discontinuous from the thermal
side. This arises as a consequence of the fact that the mechanism for delocalization in the
thermal phase (the avalanche instability) is absent in the MBL phase. The divergence of
k∗ leads to important finite size effects on the thermal side where samples of arbitrarily
large size can appear localized.

5. The average localization length and the average eigenstate correlation length diverge
algebraically upon approaching the transition from the MBL side. On the thermal side
the average eigenstate correlation length diverges algebraically only when measured from
end to end, and remains bounded otherwise. The typical thermalization time diverges
super-exponentially.

6. Thermal inclusions display a fractal structure in the MBL phase, implying that average
correlators in localized eigenstates decay subexponentially in the MBL phase.

The conclusions 1) to 5) were already present in the mean-field analysis of [47] and are
confirmed here. The new prediction 6) follows by accounting for (simple) effects neglected in
the mean-field analysis. The prediction 5) will not be detailed and we refer to [47] for more
details. To avoid confusion, in this paper we only focus on the typical localization length
which, as in [47], remains bounded at the transition.

Let us discuss here the relation between our results and the literature. Predictions 1)-
2) about the bound on ζ in the MBL phase, that is saturated only at the transition (and
drives the transition) is specific to our work, which thus differs qualitatively from previous

4



SciPost Physics Submission

RG approaches [28, 27, 35, 34]. For example, [35] predicts a divergence of ζ at the transition
and while [28] also set a bound on ζ, the bound is weaker and not linked to the transition. The
prediction 2) that the critical point is localized with probability 1 was also to our knowledge
never put on the foreground and is in clear contradiction with [35, 34], but in agreement with
exact diagonalization studies [9, 10, 29] where a subvolume scaling of the average half-chain
entanglement entropy at the transition was reported. The property of having a power-law
distribution of thermal spots at criticality is common to other approaches. The prediction
3) is specific to our approach as this is the first study that takes the avalanche instability
into account. The prediction 4) is also new (we note however that the importance of finite
size effects on the thermal side was already discussed in [36]). The prediction 5) that only
the end-to-end average correlation length can diverge at the transition on the thermal side is
original to our work. The divergence of the average localization and correlation length on the
MBL side was already suggested before, but the mechanism for this divergence that is present
in our work is also original. Finally the prediction 6) coincides with the one of [34], with the
same explanation.

Outline The outline of the paper is as follows. Sec. 2 introduces our RG scheme in a general
setting. Sec. 3 discusses the main estimates that permits in Sec. 4 to analyze in more depth
the different (perturbative and non-perturbative) aspects of the scheme. Sec. 5 discusses the
mean-field approximation to our scheme (already analyzed in [47]). Sec. 6 finally gives the
results of the simulations of the scheme. Sec. 3-4-5 are the most technical and can be skipped
in a first reading, and we repeat that [47] is a good introduction to this work.

2 The diagonalization procedure in principle

In this section we describe our diagonalization procedure. The procedure can be applied in
principle to any system potentially displaying an MBL/ETH transition (otherwise it is not
informative as it focuses on this dichotomy) and here we focus on a one-dimensional model
with short-ranged interactions and no specific microscopic structure: the model is built on
random matrices.

2.1 Model, roadmap and notations

Model We consider a spin-S chain of length L with local couplings. At each site i ∈ [1, L],
we have hence a copy of the space Cd where d = 2S + 1. In what follows, the spin does not
play any role (it is not conserved) and only the dimension d remains meaningful. We choose a
distinghuished basis at each site (for example corresponding to the operator Sz) and we write
for the tensor products of such base vectors

|η〉 = |η1〉 ⊗ |η2〉 ⊗ . . . |ηL〉 , |ηj〉 ∈ Cd

We also refer to this basis as the ‘localized basis’. We consider an Hamiltonian of the form

H =
∑

i

(Di +D{i,i+1} + V{i,i+1}) (1)

=
∑

I

(DI + VI) ,
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where:

1. the operators Di act on site i and are diagonal in the basis ηi. They have independent,
identically distributed (iid) random eigenvalues drawn from a distribution of width W >
0;

2. the operators D{i,i+1} act on two neighboring sites i, i+ 1 and they are diagonal in the
η-basis, with random eigenvalues also iid with a distribution of width W ;

3. the V{i,i+1} are coupling terms acting non-trivially on the spins at site i, i+ 1, taken as
iid GUE random matrices with the variance of off-diagonal matrix elements taken as
g > 0 and zero diagonal elements.

In the second line of (1) we have introduced the notation I to label stretches of sites, i.e. sets
of consecutive sites. We always write DI for diagonal operators and VI for operators with
vanishing diagonal, and we refer to the VI as couplings. We will also often write dI = d|I|

for the total dimension of the local Hilbert space on the stretch I. None of these specifics is
essential for our treatment, but for the above model, our analysis applies in the most direct
way. For example, we certainly do not require that the disorder is both on-site and in the
couplings VI , but after a single step of our scheme, this will be the case anyhow.

Roadmap The goal of our procedure is to diagonalize H in the localized basis: we aim
at constructing an unitary operator U such that H ′ = UHU † is diagonal in the basis of the
eigenvectors of Di. This is always possible and we say that the system is in the MBL phase
if U can be constructed in such a way that it is quasi-local (see def in e.g. [24]). In that case
D̂i = U †DiU defines a complete set of local integrals of motions (LIOMs) for H, the defining
feature of the ‘fully’ MBL phase. If U is not quasi-local, then we say that the system is in
the thermal phase.

We construct U recursively in a similar way as done in the work of Imbrie [23]: U =
∏
k Uk,

where at each elementary step the Hamiltonian is ‘locally’ diagonalized, i.e. non-diagonal op-
erators in the running Hamiltonian Hn = (

∏n
k=1 Uk)

†H(
∏n
k=1 Uk) are recursively eliminated.

Taking the example of the bare Hamiltonian (1) H0 = H the coupling operators are the
V{i,i+1}. While small (perturbative, see definition in Sec. 2.2) couplings will be eliminated
using perturbation theory (see Sec. 2.3), with a small rotation Ui that is close to the identity,
large (nonperturbative or resonant) couplings will be eliminated with a unitary rotation Ui
that is far from the identity and that will be taken as a random matrix (see Sec. 2.4). While
perturbative rotations preserve the quasi-locality of U , non-perturbative rotations scramble
the degrees of freedom locally, eventually leading the system to the thermal phase. We first
define precisely these elementary steps and discuss in Sec. 2.5 the order in which perturbative
and non-perturbative rotations should be applied, thereby fully defining our diagonalization
scheme.

2.2 Perturbative vs. Nonperturbative couplings

The distinction between perturbative and nonperturbative (resonant) couplings is at the heart
of our procedure. Let us fix a stretch I. We say that the coupling VI is ‘perturbative’ if the
eigenstates of

HI = DI + VI
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are ‘small’ perturbations of the eigenstates of DI , i.e. of the localized base-states |η〉. Writing
EI(η) = 〈η|DI |η〉 for the eigenvalues of these eigenstates, spectral perturbation theory applies
if, for any η, η′

GI(η, η′) :=

∣∣∣∣
〈η|VI |η′〉

EI(η)− EI(η′)

∣∣∣∣ < 1. (2)

If this condition is violated for a pair (η, η′), then these two states are hybridized by the
interaction. However, hybridization of a few pairs can not cause real delocalization. Indeed,
if a single pair of eigenstates (|η〉 , |η′〉) (resp. (|η′′〉 , |η′′′〉)) are hybridized by V{i,i+1} (resp.
V{i+1,i+2}), then most likely no pairs of eigenstates other than those are hybridized by V{i,i+1}+
V{i+1,i+2}.

Instead, we declare a coupling ‘resonant’ if for a typical choice of η, there exist η′ such
that GI(η, η′) ≥ 1. This condition is sufficient to ensure that (all)1 the eigenstates of DI + VI
are indeed delocalized in the basis of the eigenstates of DI . Conversely a coupling is thus said
to be perturbative iff. maxη′ GI(η, η′) < 1 for typical η. By typical we mean here, for example,
logarithmic averaging:

GI = exp

(
Avηmaxη′ log | 〈η|VI |η′〉

EI(η)− EI(η′)
|
)
, (3)

with Avη = 1
d|I|

∑
η the average with respect to the η-states. Hence, our final condition for a

coupling to be perturbative reads:
GI < 1 .

Remark Thus in the strict sense we should not be able to apply perturbation theory
for some perturbative couplings. We will nevertheless do it but our procedure should in
principle be supplemented by local non-perturbative rotations dealing with possible isolated
local resonances to pave the way to the use of perturbation theory.

2.3 Elimination and creation of perturbative couplings

If a coupling is perturbative, it can be eliminated by a ‘small’ base change, which is simply
one way of implementing spectral perturbation theory. Let us make this more precise. Let
η, η′ label eigenstates of DI . One can hope to diagonalize HI := DI + VI in the η basis by
conjugating it with a rotation U : the transformed Hamiltonian is

H ′I = UHIU
† .

Making the Ansatz U = eAI with AI ‘small’ and anti-Hermitian we get

H ′I = DI + [AI , DI ] + VI + higher orders .

Before commenting on the higher order, let us choose AI such that it eliminates the first-order
term in VI , i.e.

VI + [AI , DI ] = 0 .

1We are thus looking in this work at the MBL/ETH transition at infinite temperature. It was however
argued in [48] that a transition as a function of the energy density is impossible, thus implying that our work
is not restrictive.
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VI VJ

a b = I \ J c

a b = I \ J c

VIJ = [AI , VJ ]

Figure 1: Couplings VI and VJ are indicated by an arc bridging a stretch of the chain. The
couplings act on all sites of the stretch. The coupling VI is eliminated perturbatively, which
is indicated by the slash through the arc. This generates a new coupling VIJ = [AI , VJ ].

This equation is solved as

〈η|AI |η′〉 =
〈η|VI |η′〉

EI(η)− EI(η′)
(1− δη,η′) , (4)

and we have thus indeed eliminated VI at first order in perturbation theory. Let us now
inspect the higher order terms in (4). They are given by (upon taking into account (4))∑

k≥1
1
k!adkAIVI , where adAB = [A,B]. To go further this terms should be separated into

‘true’ coupling terms and diagonal terms (renormalizing the eigenvalues). The coupling terms
are then smaller than the original coupling and iterating the procedure the Hamiltonian is
indeed locally diagonalized.

In the above discussion we have restricted ourselves to the stretch I. If we consider also
the environment, there will be couplings VJ that overlap with I, i.e. I∩J 6= ∅ and the rotation
eAI affects them (see Fig. 1):

eAIVJe−AI = VJ + [AI , VJ ] + higher orders .

Hence, at first order, new couplings and diagonal terms are created and we write

DIJ + VIJ = [AI , VJ ] .

Here, we wrote schematically IJ for I ∪J , the stretch that is the union of I, J and we defined
DIJ as the diagonal part of the right-hand side. Note that the roles of VI and VJ in VIJ are
not symmetric: VIJ = [AI , VJ ], and energy denominators only appear on the stretch I. The
procedure is illustrated on Fig. 1. We will iterate this procedure and Fig. 2 shows how the
result of such iterations looks locally in between two resonant couplings (it will be clear later
on that perturbative couplings acting on resonant regions should not be eliminated).

2.4 Fusion of resonant couplings

2.4.1 The fusion operation

Above we described how to eliminate perturbative couplings. Necessarily, there will also
be resonant, ie non-perturbative couplings. These can be eliminated by a non-perturbative

8
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G > 1 G < 1

Figure 2: Elimination of perturbative couplings in between resonant regions at the beginning
of the procedure. The red arcs are resonant couplings that are not touched here, nor are
perturbative couplings (black arc) that connect to these resonant regions. The upper picture
is the spin chain at the beginning. Successively eliminating the perturbative coupling not
touching the resonant regions we arrive at the bottom picture where we have drawn for more
clarity the couplings linking the resonant regions to the localized material on their left (resp.
right) above (resp. below) the chain. Note that the coupling linking a resonant region to the
spin at the distance ` also acts on all the spins in between.

unitary U , the properties of which are a priori unknown. In this work we will assume that the
region spanned by the resonant couplings is fully thermalized and the unitary U is one that
diagonalizes a fully ergodic Hamiltonian satisfying ETH. This assumption and its implications
have been very well confirmed in recent numerics [46]. We explain below (see Sec. 2.5) when
the assumption is justified in the context of our scheme, but first we state it explicitly.

An active resonant spot is defined as a stretch of blocks I = I1 ∪ I2 ∪ . . . ∪ Ir that is
the union of a connected cluster of resonant couplings VI1 , . . . , VIr , i.e. VIj ∩ VIj+1 6= ∅ and
all Gj > 1. We say that we ‘fuse’ these stretches, meaning that we abandon all information
contained in I and we assume that the Hamiltonian inside I, e.g.

DI +
r∑

j=1

VIj ,

is a perfectly ergodic system, satisfying in particular the ETH. This implies that the unitary U
that diagonalizes this local Hamiltonian in the localized basis is essentially a random unitary.
We set

Db := U
(
DI +

r∑

j=1

VIj
)
U † , (5)

with Db diagonal in the η-basis. This diagonal operator has generically no locality on smaller
scales than I and for this reason we think of the sites as being fused into a block b = I (see
Fig. 3). In the following I might refer to a stretch of indices and blocks, as it would be too
tedious to keep an explicit distinction.

2.4.2 Influence on the surrounding couplings

The unitary rotation U also acts non trivially on all perturbative couplings that were con-
nected to a block inside the resonant region. If the fused blocks consists in b = I1 ∪ I2 and a

9
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G > 1 G < 1
U

8 > < > :e�L(
✏ c�

✏)⌫ �
✏<

✏ c

L��
✏=

✏ c

1�e
�L(

✏�✏
c)⌫ +

✏>
✏ c

,

b

Figure 3: A resonant region is diagonalized by a random unitary U . The system is locally
thermal and we say that the spins inside the resonant regions were ‘fused’ into a ‘block’ b,
symbolized by a green area. The perturbative couplings linking the resonant spot to the
surrounding spins are modified by the rotation. These notably now see a smaller level spacing
and might become resonant.

perturbative coupling VI2I3 acts on I2 ∪ I3 with I3 ∩ b = ∅, then the coupling is modified as

V ′bI3 = UVI2I3U
† . (6)

This coupling now acts on b∪ I3, and since U is unitary, the operator norm of the coupling is
conserved

||V ′bI3 || = ||VI2I3 || , (7)

where the operator norm is defined as ||A|| = sup|||ψ〉||=1 ||Aψ||. Since the unitary operation U
is approximated by a random matrix that acts non-trivially only on the block b, the created
operator V ′bI3 are now structureless on b, but the possible precedent structure (see Sec. 3) that
was present on the remaining sites is retained in the transformation. It is exactly the fact
that the couplings become structureless on fused regions, that gives our theory a universal and
predictive character. For example, if the length of b is much larger than I3 (which could
simply be a stretch consiting of two sites), then the matrix elements of V ′bI3 can be estimated
as

〈η|V ′bI3 |η′〉 ∼ d
−1/2
bI3
||V ′bI3 ||, (8)

corresponding to the assumption that V ′bI3 is a random matrix, i.e. a matrix that for all
practical purposes is a GUE matrix. The new coupling V ′bI3 now acts on a space of larger
dimension (it now acts on the full block and not only on one of the spin at the boundary)
and thus sees a smaller level spacing: it might become resonant (see Fig. 3). If that occur the
fusing operation must be repeated (eventually later in the scheme, see Sec. 2.5).

2.5 The order of fusion/elimination

In general, the system will contain both resonant and perturbative couplings. The question
then arises whether we should first fuse (nonperturbative rotations) or first eliminate (pertur-
bative rotations), and which couplings to treat first. The schematic answer is that we should
first eliminate perturbative couplings, because perturbative eliminations are exact operations
whereas fusion incurs a loss of information. Moreover, the simple RMT treatment of ergodic
spots remains valid only if the surrounding (localized) Hamiltonian has been rewritten in a LI-
OMs form: the long-range couplings between the ergodic spots and the a priori localized spins

10
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are exactly the one that are relevant to decide whether or not the spins are thermalized by the
spot. This is illustrated by the example of Sec. 2.5.1. Thereafter (see Sec. 2.5.2), we also give
an example that shows that doing all perturbative eliminations first is inconsistent. Based on
these two examples we formulate in Sec. 2.5.3 the order in which we alternate perturbative
and non-perturbative rotations, thereby fully defining our diagonalization scheme.

2.5.1 The importance of eliminating perturbative couplings first

Assume that we have a large number of consecutive resonant nearest-neighbour couplings, i.e.
a large ergodic spot. Let us fuse these couplings before eliminating any of the surrounding
perturbative couplings. The result will be that the couplings linking the nearest neighbours
of the spot to the spot will now be resonant with a high probability because of the small
level spacing inside the spot. Let us continue and fuse this new, larger resonant spot (the
initial spot + the nearest neighbours spins). When doing so, the couplings to the new nearest
neighbours has even more chance to be resonantly coupled to the (enlarged) spot. Iterating
one obtains that the spot will with high probability invade the full system. Indeed, the only
way that it would fail to do so is if it would encounter along the way an extremely small
two-body coupling, the strength of which has to be exponentially smaller the further this
coupling occurs from the original spot.

It is instructive to reflect on where precisely the ’error’ has occurred in this procedure.
This question was analyzed in details in [43]. To understand the answer we need more details
on the ETH ansatz. ETH declares that the off-diagonal matrix elements of a local operator
V are given by

〈η|V |η′〉 = e−S/2f(ω)Rη,η′

with R random numbers with zero mean and unit variance, S the entropy at energy 1
2(Eη+Eη′)

and f(ω) a function of ω = Eη−Eη′ that is related to the time dependent correlation function
〈V (t)V 〉, see [22, 43]. In well-coupled systems, f decays rapidly once ω exceeds the energy per
site, and it has some (interesting) structure for smaller ω, with features that scale polynomially
with the volume. Since e−S/2 is exponentially small in the volume, it is usually justified to
drop f , leading, at maximum entropy, to the random matrix prediction (cf. (8))

〈η|V |η′〉 =
||V ||√
dtot

.

We can now return to the question at hand. When the spot grows by ‘eating its neighbours’,
one can exhibit that the resulting couplings from the spot to the (new) neighbours have
an ever more singular function f , whose effect becomes now comparable to the term e−S/2,
invalidating the use of the RMT ansatz.

Eventually, this analysis reproduces the conclusions of a slicker procedure; namely to first
eliminate the perturbative couplings outside the ergodic spot. In the latter case, the couplings
that will play an important role are those that connect to spins of the original ergodic spot.
These couplings have better behaved f and the RMT approximation remains justified. This
is the ‘strategy’ used in this paper: we first use perturbation theory outside resonant spots
so that the RMT approach to resonant spots leads to a simple derivation of the extension of
the space thermalized by the spots.

11



SciPost Physics Submission

2.5.2 The danger of eliminating all perturbative couplings first

Some perturbative couplings should however not be eliminated immediately. Consider for
example the case of three spins at sites 1, 2, 3, with the spins 1, 2 being coupled by an unusually
large (resonant) coupling V12, whereas the coupling V23 from 2 to 3 is much weaker.

If we eliminate V23 through perturbation theory first, then the created coupling

V123 = [A23, V12]

depends linearly on V12 and it will hence be unusually large as well. A first clear issue here
is that we are creating though perturbation theory couplings that cannot be treated through
perturbation theory, invalidating the property that perturbation theory can be used to exactly
diagonalized in the localized basis the portions of the system that are devoted of resonant
spots.

In contrast, if we had first diagonalized the spot b = {12}, then the only remnant of the
large coupling V12 would now be in the fact that the diagonal operator D′12 = U(D12 +V12)U †

is large. For the purpose of coupling site 3 to the spot b, this would actually tend to decrease
the effect of the coupling V23 because of a large denominator, and hence this setup could in
fact favor localization of site 3. For conceptual completeness, note that we neglected here a
opposite effect, namely the fact that after ‘fusing’ the spot b, the relevant level spacing for the
calculation of G for V23 is smaller (by a factor 2) than it would be if the spot had not been
fused. However, if V12 was sufficiently large, this opposite effect is irrelevant. The scenario
described here lies of course at the heart of the traditional strong-disorder renormalization
scheme where the largest terms are treated first.

2.5.3 Conclusion

We implement the knowledge gained from the above examples to define the sequence of
perturbative and nonperturbative rotations that is implemented in our scheme.

Step I We eliminate all perturbative couplings except those that touch an active resonant
spot.

Step II We fuse the smallest active resonant spot in the system.

Recursion If no perturbative coupling surrounding the resonant spot became resonant after
step II, we can eliminate new perturbative couplings (step I). Otherwise we go back to step
II and fuse the smallest resonant spot in the system. The complete procedure is summarized
in Fig. 4

The rule of step I is a direct consequence of the examples of Sec. 2.5.1-2.5.2. The rule of
step II comes from the fact that the smallest resonant spots are those that will be completely
diagonalized by the smallest number of non-perturbative rotations. That also means that first
treating the small resonant spots will eventually allow us to use perturbation theory again.
This is an interesting property for the same reason as discussed in Sec. 2.5.1.

Remark As already mentioned, the sequence of operation that we implement aims at using
perturbation theory to a maximal extent in order for the RMT treatment of ergodic spots to
remain valid (Sec. 2.5.1). One can however build examples that show that (using the estimates
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a

b

d

c

e ⌘ b

Figure 4: The diagonalization procedure starts with the identification of the perturbative
(black bounds) and resonant (red bounds) couplings between successive spins (black dots)
(a). At step a → b all perturbative couplings are eliminated through perturbative rotations.
In (b), the only coupling remaining are either resonants, or linking a resonant region to the
localized material. At step b→ c a (the smallest) resonant region is diagonalized (fused) using
a rotation far from the identity. In (c) a coupling that was previously perturbative became
resonant and we repeat the fusion operation (c→ d). At d only perturbative couplings connect
the block (bare resonant region + collar) to the surrounding material. At step d → e these
are perturbatively eliminated. In (e) we are back at (b), with a few spins (three here) now
regrouped in a block. Figure taken from [47].

of Sec. 3-4) the strategy defined here is not optimal. Obtaining the true optimal order of
fusion/elimination is a difficult combinatorial problem and we take as a working assumption
that the predictions of our strategy do not differ qualitatively from the predictions of the
optimal procedure.

Outcome of the scheme The scheme as two possible outcomes (after a finite number of
operations on a finite system). Either all the spins have been regrouped in a single resonant
blocks b, i.e. H ′ = U †HU = Db, and we conclude that the system is in the thermal phase,
with the properties of the Hamiltonian described by ETH. Or at some step only perturbative
couplings remained and they can be diagonalized. In that case the Hamiltonian is said to be
in the MBL phase and we have constructed the LIOMs as D̂i = U †DiU . The partition of the
system into blocks then contains information on the locality properties of the LIOMs.

Summary of terminology In the following we will adopt the following terminology to
refer to thermal spots, some of which has already been introduced. Thermal spots initially
present in the system are called bare spots. Completely diagonalized resonant regions are called
inactive spots. These thus consist in the union of the bare spots + the surrounding region they
have thermalize through fusion operations, henceforth referred to as collar (green area at the
bottom of Fig. (4)). Inactive spots are region that are thermal but cannot further thermalize
their environment. Thermal regions not completely diagonalized are usually referred to as
active spots. Finally in Sec. 4 we will also discuss the notion of effective bare spots.

13
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3 Estimates

Implementing the scheme defined in Sec. 2 requires the knowledge of the norm ||VI || and of the
typical matrix elements mI of couplings VI , in particular of newly-formed couplings. Indeed,
as discussed in Sec. 2.2, a coupling is declared resonant or perturbative as a function of its
typical matrix elements. On the other hand implementing a non-perturbative rotation on a
stretch (see Sec. 4.3) generally changes the typical matrix elements of couplings attached to
the stretch, but without affecting their norm. We thus need a relation between the norm of
perturbative couplings and their typical matrix elements that remains valid at any point in
the scheme. If one could assume that the operators VI where random matrices then the simple
relation ||VI || ∼

√
dImI would hold. As it will become clear however the operators that are

created during the procedure develop some structure due to the appearance of small energy
denominators. In this section we thus discuss the structure of operators that are created
during the RG and obtain estimates for their typical matrix elements (Sec. 3.1) and their
norm (Sec. 3.2).

3.1 Typical matrix elements of new couplings

3.1.1 Recursion for the typical matrix elements

To describe our estimates, we return to the situation of Section 2.3 in particular the situation
as depicted in Figure 1.

Let us evaluate the size of the ‘typical’ matrix elements of VIJ = [AI , VJ ]. Let us set

I = a ∪ b, J = b ∪ c, so that b = I ∩ J.

Then the matrix elements of VIJ = [AI , VJ ] are evaluated as, using the definition of AI (4)

〈η′aη′bη′c|VIJ |ηaηbηc〉 ∼
∑

η′′b

〈η′aη′bη′c|VI |ηaη′′b η′c〉 〈ηaη′′b η′c|VJ |ηaηbηc〉
Eb(η

′
b)− Eb(η′′b ) + Ea(η′a)− Ea(ηa)

. (9)

To go further we now discuss the distribution of the denominator

∆(ηa, η
′
a, η
′
b, η
′′
b ) = Eb(η

′
b)− Eb(η′′b ) + Ea(η

′
a)− Ea(ηa) .

In order not to get lost in notations, we first consider the problem of a general energy difference

∆I = EI(η̃)− EI(η̃′),

with both η̃, η̃′ eigenstates of DI . The typical value of ∆I is of the order of the bandwidth,
∆ ∼ WI that we assume to be of order WI ∼ W

√
`I with `I the length of the stetch I.

Assuming Poisson statistics, which turns out to be always justified for this purpose2, the
values of ∆I are uniformly drawn from the interval [0,WI ]. In particular, this implies that
typically

min
η̃
|∆I | ∼

WI

dI
, min

η̃,η̃′
|∆I | ∼

WI

d2
I

,

2For example in the case considered in this section, even if eigenvalues of Da and Db are drawn from some
random matrix ensembles and exhibit level repulsion, that is not the case for the eigenvalues of Da + Db.
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Analogously, if we minimize over a subset a ⊂ I gives then

min
η̃a
|∆I | ∼

WI

da
, min

η̃a,η̃′a

|∆I | ∼
WI

d2
a

,

Now we need to understand how to perform sums like
∑

η̃a
R(η̃a)

∆I
where R(ηa) are viewed as

i.i.d. random variables with mean zero and variance σ, and independent from ∆I . The mean
of this expression vanishes and higher orders are infinite, but the typical value is of order

∑

η̃a

R(η̃a)

∆I
∼ Kda

√
σ

WI

with K a constant that depends on the distribution of the energy denominators. It is impor-
tant to note that, perhaps up to the factor K, the same result is obtained if one just keep
the smallest denominator in the sum. This principle will be used repeatedly in what follows;
sums of this type (as relevant in (9)) are dominated by a single term.

Let us now return to the computation at hand, see Eq. (9). We assume first that the
original couplings VI , VJ were GUE-like, so that all matrix elements are roughly of the same
order, namely mI ,mJ . Then we see that the sum over η′′b in (9) is typically dominated by one
element and we obtain an estimation of the typical matrix elements of VIJ as

mIJ = K
dI∩JmImJ

WI
, (10)

In the following we will neglect the variation of the bandwith term, that is we take in (10)
WI →W . Replacing it by the more realistic estimate WI = W

√
`I would only make the cal-

culations more tedious, change some non-universal constants (the localization length) without
changing the conclusions of our scheme. The formula that we will use in the following thus
takes the simple form

mIJ = KdI∩J
mImJ

W
, (11)

Recall however that we assume that VI , VJ were GUE like. Below we investigate this assump-
tion further and we will find that the above calculation remains consistent under minimal
assumptions.

But first we describe a relevant application of the rule (11): If VI and VJ are perturbative,
then the created coupling VIJ is perturbative as well. Indeed, from the previous considerations
one can evaluate the dimensionless coupling GI as

GI = KdI
mI

W
. (12)

And

GIJ = KdIJ
mIJ

W
=
dIdJ
dI∩J

×K2 dI∩JmImJ

which yields
GIJ = GIGJ (13)

so not only is the generated coupling perturbative, it is also more perturbative than the
original couplings. This is obviously a simplification of our scheme which renders fully per-
turbative region completely harmless to localization, and delocalization will only come from
the resonant region initially present in the system.
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3.1.2 Atypical matrix elements of new couplings: a first example

As a first example of the kind of structure (the general case is considered in Sec. 3.2) that is
created through perturbative rotations we consider the precedent case, still assuming that VI
and VJ are GUE random matrices. Even with that assumption, it should be clear from the
expression (9) and the above discussion that VIJ is not a random matrix: it acquires some
structure coming from atypical values of the energy denominators in (9). More precisely we
get the scaling laws

| 〈η′aη′bη′c|VIJ |ηaηbηc〉 | ∼ mIJ

supη′b
| 〈η′aη′bη′c|VIJ |ηaηbηc〉 | ∼ dbmIJ

supη′b,ηb
| 〈η′aη′bη′c|VIJ |ηaηbηc〉 | ∼ dbmIJ

supη′a | 〈η
′
aη
′
bη
′
c|VIJ |ηaηbηc〉 | ∼ damIJ

supη′a,ηa | 〈η
′
aη
′
bη
′
c|VIJ |ηaηbηc〉 | ∼ d2

amIJ (14)

all these being understood as equalities (up to sub-dominant factors in db, da) holding for typ-
ical choice of the states that are not optimized over. Note also that optimizing over the states
ηc, η

′
c does not bring any additional terms since the energy denominator in (9) is independent

of them, and one can also combine the above properties as e.g. supη,η′ | 〈η′|VIJ |η〉 | ∼ d2
adbmIJ .

3.1.3 Consistency of the recursion

The operators created by perturbative rotations during the procedure thus acquire some
structure and a question is whether the estimate of the typical matrix elements mIJ in (11)
remains valid when VI and VJ are also operators that were created during the RG.

This can be answered recursively by making the following assumption for VI (and similarly
for VJ). Choose a partition I = a1 ∪ a2 ∪ . . .∪ ar and a sequence (η̃bj )j=1...k where η̃bj stands
for ηbj or η′bj and bj is one of the partitioning sets ai, and no ηai or η′ai appears more than

once. The assumption is that (for all partitions and all sequences)

supη̃bk
. . . supη̃b2

supη̃b1
| 〈η′|VI |η〉 | ≤ dbk . . . db2db1mI , (15)

where mI is again the typical matrix element of VI . Given that it is clear that the estimate
(11) still holds (i.e. the scaling is correct). This is because optimizing over η′′b in (9) so as
to use the atypical matrix elements of VI does not give a larger contribution to the typical
matrix elements of VIJ than the one coming from the ‘new’ denominator. For the same reason
it is clear that the assumption (15) is preserved and that our computations remain consistent
at every order.

We will thus proceed by computing the typical matrix elements of the operators created
by perturbative rotations using (11). The precise structure that is present in these operators
will be examined below.

3.2 Relation between norm and typical matrix elements

While the rule to apply perturbative rotations were easily formulated at the level of typical
matrix elements of couplings (see Eq. (11)), the implementation of non-perturbative rotations
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requires the knowledge of the norm of the coupling operators. Due to the atypical matrix ele-
ments (see the example of Sec. 3.1.2), the relation between norm and typical matrix elements
is not the one valid for GUE matrices (namely ||VI || ∼

√
dImI), and, moreover, it depends

on the whole history of a created coupling. We note that for any operator having atypical
matrix elements the norm can be computed as

||VI || := sup
ψ,ψ′

1

||ψ||||ψ′|| | 〈ψ
′|VI |ψ〉 | ∼ sup

η,η′
| 〈η′|VI |η〉 |

(ψ,ψ′ are general states, whereas η, η′ are chosen from the localized basis). This approximation
is justified because the atypical matrix elements dominate the supremum and there is hence
no gain in considering superpositions of η, η′. For a GUE matrix, this approximation is not
justified, and then the relation ||VI || =

√
dImI holds.

Within our scheme we find that the following estimate holds. Given a perturbative cou-
pling V` acting on ` spins with typical matrix elements m` we have

||V`|| = d`•/2d`Ndb`Fm` , (16)

where3 b = 2. Here we have partitioned the ` spins on which V` acts according to three
‘types’: ` = `•+ `N + `F. The type of a spin i determine the dimensional factor that is gained
(compared to m`) when optimizing 〈η′i|V`|ηi〉 (the other spins on which V` act being taken
randomly, i.e. being typical). The three possible types are:

1) Spins of type • are spins on which V` acts as a random matrix, i.e. is structureless, and
for which the optimization over ηi, η

′
i does not bring any factor: supηi,η′i 〈η

′
i|V`|ηi〉 ∼ m`

.

2) Spins of type N are spins for which optimization over ηi, η
′
i yields a single factor d:

supηi,η′i 〈η
′
i|V`|ηi〉 ∼ dm`.

3) Spins of type F are spins for which optimization over ηi, η
′
i yields two factors d: :

supηi,η′i 〈η
′
i|V`|ηi〉 ∼ d2m`.

If one admits (see below) that only those three ‘types’ of spins are possible, it is then immediate
to show that the relation (16) holds. Determining the type of each spin requires in general to
know the full sequence of perturbative and non-perturbative rotations that led to the coupling
V`. Given that sequence, following the evolution of the type of each spin is however simple as
we now explain.

For perturbative rotations: We give in Tab. 1 the law that gives the type of spins for
VIJ = [AI , VJ ] given the type of spins originally present in VI and VJ . These rules are also
illustrated with some examples in Fig. 5. We already saw in Sec. 3.1.2 a first example of
these rules: there VI and VJ were random matrices (i.e. acting only on spins of the • type),
and we saw that spins in a were of the F types, spins in b were of the N type, and spins in
c remained of the • type (see (14)). The top picture of Fig. 5 symbolizes that case. This
case thus shows that these three types of spins are already present after the first perturbative

3In the following we often keep b arbitrary to easily follow the influence of atypical matrix elements in our
estimates.
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VI VJ VIJ
  N
 N F
 F F
N  N
N N F
N F F
F  F
F N F
F F F

sites in I ∩ J

VI VIJ
 F
N F
F F

sites in I \ J

VJ VIJ
  
N N
F F

sites in J \ I

Table 1: Evolution of the ‘type’ of spins due to perturbative rotations. The coupling VI is
eliminated. As it overlaps with VJ , a new coupling VIJ is created. We determine for each site
in IJ = I ∪ J , its type, see (16).

rotations. Showing that only those three types are possible and that the rules of Tab. 1 are
valid can be done recursively by inspecting (9). Note that although it seems intricate, the
distinction between N spins and F simply avoids a double counting of energy denominators.
It will play only a minor role in the following as it should be clear from Tab. 1 that the
perturbative rotations lead after a few iterations to couplings with spins that are mostly of
the F type, a simplification we will often use.

For non-perturbative rotations The case of non-perturbative rotations is simpler. If a
non-perturbative rotation U acting on a stretch of sites IU acts on a coupling VI , the new
coupling V ′I = U †VIU has the same norm as V ′I , with spins of the same type as V ′I for those
in I\IU , and structureless spins of the • type for spins in I ∪ IU .

4 Analysis of the scheme: general considerations

In this section we now analyze the general scheme presented in Sec. 2 (for a particular choice
of the distribution of initial couplings, see Sec. 4.1) using the estimates (11) and (16) of Sec. 3
giving recursion equations for the typical matrix elements and norm of couplings created
during the RG. The goal is to obtain an algorithm that can be efficiently simulated (see
results in Sec. 6) or analyzed using a mean-field approximation (see Sec. 5 and [47]). Sec. 4.1
describe the initial distribution of couplings we analyze. In Sec. 4.2 we analyze the outcome
of the first perturbative rotations which provides an estimate for a ‘bare localization length’
(localization length of a system in the absence of any resonant spots). In Sec. 4.3 we analyze
in details the fusion of resonant regions through non perturbative rotations. In Sec. 4.4 we
analyze the subsequent perturbative rotations that lead to a ‘renormalized’ localization length
(now taking into account the effect of resonances). In Sec. 4.5 we discuss the notion of effective
bare spots. Finally we summarize in Sec. 4.6 our RG algorithm.
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VI
VJ

VIJ = [AI , VJ ]

NNNNNFFF

NNFFF

NN
NN

F NN

NNN FFF
NNN

FFF FFF

FF

N
NN

FFF

FF F
FF FF FFN

F F F N N

FFF F F F N FF F

Figure 5: Illustration of the rules from table 1. The slashed coupling (the one on the left) is
eliminated.

4.1 Setting

Introducing ε ∈ [0, 1] the probability that an initial two body coupling is resonant, we think
of starting with a chain where two-body couplings are either resonant (with proba ε) or
perturbative, in which case their typical matrix elements are taken uniformly as g > 0 (with
dimensionless coupling G = Kd2 g

W < 1). The width W of the distribution of energies is
taken as 1 by a choice of unit. Our scheme thus has two parameters ε and g, and the initial
distribution of couplings is bimodal. We suppose for simplicity the relation

ε = C × g , (17)

that mimics what would be obtained using a more realistic distribution of couplings where
modifying g should also modify ε. Here C > 0 is a constant and we take ε as our control
parameter. All the randomness is thus taken into account in the initial distribution of resonant
couplings. In general other sources of randomness (in particular in the size of perturbative
couplings) should be irrelevant at the transition (the effective disorder in the distribution
of couplings that is generated by the scheme is much more pronounced) and we completely
neglect it here.

4.2 First step of the scheme: bare localization lengths

In the first step of the scheme, all perturbative couplings are eliminated. That generates
perturbative couplings V1+` linking spins at the boundary of (but included in) resonant regions
to the ` successive spins in the perturbative regions (on both sides of the resonance). These
couplings thus act on 1+` spins. When successively rotating all perturbative couplings, many
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couplings acting on the same region are obtained. Because of the simple rule (13), it should
be clear that the dominant coupling acting on a given region is the one that is obtained using
the minimum number of perturbative rotations (this gives the dominant order in g and can
be thought of as an analogue of the forward approximation [8]). Obtaining this dominant
sequence of perturbative rotations is immediate for spins at a distance ` = ãn given by (see
Fig. 6)

ãn = 2n−1 ,

which acts on an = 2n−1 + 1 successive spins. Writing mn for the size of their typical matrix
elements, we have at the leading order in g that, using (11),

mn+1 = Kdm2
n ,

since the leading order in mn+1 comes from the action on a coupling of size mn of the
perturbative rotation of another coupling of size mn (see Fig. 6). These two couplings are
only overlapping on a single spin and we refer to this construction as the MNOT (‘maximally
non-overlapping terms’) construction. Using by definition m1 = g we get

mn = g2n−1
(Kd)−1+2n−1

.

We thus obtain the decay rate of these couplings as

α̂1 := lim
n→∞

− log(mn)

an
= − log(Kgd) .

For simplicity we now suppose that the decay of the typical matrix elements of perturbative
couplings obtained in the end of the first step is homogeneous and given by α̂1. We thus
suppose that couplings V1+` acting on 1 spin at the bounday of a resonant region and `
successive spins outside the region have typical matrix elements4

m1+` = e−`α̂1 , (18)

and ζ̂1 := 1/α̂1 is a bare localization length for typical matrix elements. The norm of these
couplings also decay exponentially and

||V1+`|| ∼ db`m1+` = e−α1`

α1 = α̂1 − bαc , (19)

with

αc = log(d) , (20)

a constant that will play a crucial role in the following. The above equality is only valid for
large ` with logarithmic accuracy but we promote it to the full space for simplicity. This
follows from (16), noting that the fraction of spins with at least one energy denominator that
was not optimized over approaches one in the large ` limit. We also define ζ1 := 1/α1 the
bare localization length for the norm of couplings.

4A factor g is missing in front of the exponential in (18). We drop it here for simplicity as our scheme
is only accurate to logarithmic accuracy, and adding any sub-exponential term to (18) would not change the
predictions.
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ã1

ã2

ã3

10 2 3 4 5 6 7 8 9

V12 V23 V34 V45

V123 V345

V12345

Figure 6: MNOT construction. The coupling V123 of size m2 originates from the action of
the perturbative rotation of V23 on V12. A coupling V345 is similarly created by rotating
V34 (and/or V45). Rotating V345 generates (by action on V123) the coupling V12345 of size
m3. The construction is iterated and creates the couplings between the resonance and spins
at distance ãn that are the smallest in the perturbative expansion in g/W . Here only the
couplings important to the construction were represented.

Remark A first bound on the bare localization length can be obtained by asking that the

created perturbative couplings are perturbative. Using (12) this imposes Kd1+`e−`/ζ̂1 < 1
∀`, which is consistent only if ζ̂−1

1 > log(d). An equivalent bound was already obtained in
[28]. By taking into account the effect of resonant regions, we will in the following obtain a
stronger bound (already discussed in [43, 47])

4.3 Fusion of resonant regions

4.3.1 First fusion

We now analyze the process of fusing a resonant region of size k (containing k spins). We

suppose that couplings to the right and to the left of the spot have an operator norm ||V r/l
1+`|| =

e−
∑`
i=1 α

r/l
i . Here we have written the operator norm introducing individual decay rates α

r/l
i

for each spin on each side of the spot. At the beginning of the procedure these are uniformly

equal to the bare decay rate, α
r/l
i = α1, but are at later stages renormalized (see Sec. 4.4).

Upon fusing the k spins inside the resonant spot, the perturbative couplings are transformed

as V
r/l

1+` → Ṽ
r/l

1+` as they now act on k + ` spins (see Fig. 7). Since these now act as a random
matrix on the k spins absorbed in the resonance we can obtain their typical matrix elements

m̃
r/l
1+` as (using that their norm is conserved by the rotation)

e−
∑`
i=1 α

r/l
i = ||V r/l

1+`|| = ||Ṽ
r/l

1+`|| = d
1
2
kdb`m̃r,l

1+` .

Here we used the rule (16) assuming that all spins on which V
r/l

1+` act are of the F type, which
should be true for large ` (see Tab. 1). We obtain

m̃
r/l
1+` =

1

d
1
2
kdb`

e−
∑`
i=1 α

r/l
i .

The dimensionless coupling constant are thus obtained as, using (12)

G̃r/l
1+` = K

dk+`

d
1
2
kdb`

e−
∑`
i=1 α

r/l
i .
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G / 1G / 1

Figure 7: Successive non-perturbative diagonalization (‘fusion’) of a growing resonant spot.

Neglecting terms that are sub-exponential in `, k the spins that become resonant to the right
of the couplings are those for which G̃r

1+` > 1, i.e.,

(
k

2
− (b− 1)`

)
αc −

∑̀

i=1

αr
i > 0 . (21)

In the following we will see that αr
i > (1− b) log(d) is always ensured. The above expression

is thus decaying with ` and the distance upon which couplings become resonant is given by

`r/l = min

{
` ∈ N|

[
k

2
− (b− 1)`

]
αc −

∑̀

i=1

α
r/l
i ≤ 0

}
− 1 . (22)

4.3.2 Subsequent fusions

If min(`r, `l) ≥ 1, at least one new coupling has become resonant and the spot remains active.
This means that the resonant region has grown and the fusion operation must be repeated
(though maybe after having fused other smaller resonances in the chain first). Upon fusing
the new couplings, the perturbative couplings are once again transformed and we now have

Ṽ
r/l

1+` → V̂
r/l

1+` with new typical matrix elements m̂
r/l
1+` given by, using the conservation of the

norm (see Fig. 7):

e−
∑`
i=1 α

r/l
i = d

1
2

(k+`r+`l)db(`−`r/l)m̂
r/l
1+`.

Again here we used the rule (16) assuming that all spins on which V
r/l

1+` originally acted were

of the F type, and therefore spins on which V̂
r/l

1+` are either of the • type (for spins that were
non-perturbatively rotated) or of the F type. The dimensionless couplings are thus given by,
using (12),

Ĝr/l
` =

e−
∑`
i=1 α

r/l
i

d
1
2

(k+`r+`l)db(`−`r/l)
dk+`+`l/r
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From that we obtain that the new distances `′r ≥ `r and `′l ≥ `l on which perturbative couplings
become resonant as:

`′r = −1 + min

{
` ≥ `r |

[
k + `r + `l

2
− (b− 1)(`− `r)

]
αc −

∑̀

i=1

αr
i ≤ 0

}

`′l = −1 + min

{
` ≥ `l |

[
k + `r + `l

2
− (b− 1)(`− `l)

]
αc −

∑̀

i=1

αl
i ≤ 0

}
. (23)

This ‘propagation’ of the resonance must be repeated until no new resonant coupling is created:
we iterate changing `r/l → `′r/l, compute `′′r/l etc. The procedure can either converge in a finite

number of spins or diverge in some cases (see below). When it converges, in the end of the
procedure, the last spins absorbed to the right and to the left must both be ‘just’ resonant,
with the first non-absorbed being ‘just’ perturbative. Denoting `r and `l the total number

of spins absorbed to the left and to the right we must have Gr/l
`r/`l

' 1 and Gr/l
`r/`l

/ 1. We

therefore obtain the condition, using (23) with `→ `r/l

(
k + `l + `r

2

)
αc −

`r∑

i=1

αr
i '

(
k + `l + `r

2

)
αc −

∑̀

i=1

αl
i ' 0 . (24)

Once the procedure has converged we say that the thermal spot is inactive.

4.3.3 Case of a spot in an homoegenous environment

If the environment is homogenous with αr,l
i = α (e.g. in the beginning of the procedure where

α = α1), then after the n − th iteration we obtain `r = `l = `(n) with (discarding now the
discrete aspect of the problem)

[
k

2
+ `(n)− (b− 1)(`(n+ 1)− `(n))

]
αc − α`(n+ 1) = 0

with `0 = 0 by definition. This is easily solved as

`(n) =
kαc

2(α− αc)

[
1−

(
bαc

bαc + (α− αc)

)n]
.

Hence for α > αc the procedure converges (in a finite number of iteration on a lattice) with

lim
n→∞

`(n) =
kαc

2(α− αc)
. (25)

For α < αc on the other hand the length thermalized by the spot diverges exponentially with
the number of iterations. Hence a finite spot can thermalize an infinite localized system if
its localization length ζ = 1/α exceeds the critical value ζc = 1/αc = 1/ log(d). We call
that process an avalanche as the mechanism responsible for that instability is that the spot
becomes a better and better bath as it becomes larger.
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4.3.4 General case and link with a first passage time problem

Assuming in general that `l ∼ `r, we obtain that, replacing αr
i → α+ δαi in (24),

k

2
αc + `r(αc − α)−

`r∑

i=1

δαi = 0 . (26)

That shows that the problem of determining `r is similar to the problem of finding the position
at which a discrete time random walker on R starting at k/2 at time 0 and performing at
each time step a jump δαi with a linear bias αc − α hits 0. If α > αc this time exists with
probability 1 (δαi = 0). The distribution of this time exhibits in general a power-law (whose
precise exponents depend on the details of the distribution of the δαi) that is cutoff at a
scale diverging with 1

α−αc . In the other case there is a finite probability that the random
walker never return to the origin, a process we refer to as an avalanche. Here we have for the
moment not determined what is the distribution of the αi. Treating the resonances recursively
in order of increasing size, the environment seen by resonant spots of size k is determined by
the distribution of treated spots of size k′ < k (see below). It will become clear later on that
in the MBL phase the αi can asymptotically (for large k) assumed to be homogeneous with
αi = α ∈]αc, α1[. In the thermal phase the environment seen by spots of size k > k∗ with k∗
finite is such that avalanches occur with a finite probability, thermalizing the system. Finally
at the transition point the environment is such that at large scales αi approaches αc, implying
a broad (power-law) distribution of thermal inactive spots at criticality.

4.4 Generation of new perturbative couplings – renormalization of the lo-
calization length

We now study the distribution of decay rates αi precedently introduced. To that aim, we
study the new perturbative couplings that are created once a resonant spot was completely
digaonalized and became inactive. We suppose that preexistant perturbative couplings decay
with the bare localization length α1 (i.e. relevant in the beginning of the procedure), but
the generalization to other environments is straightforward. We study the case of having one
spot s2 of size k2 to the right of a spot s1 of size k1. We suppose that the spot s2 was fully
treated and now covers a distance `t = k2 + `r2 + `l2, with `r2 and `l2 the number of spins
thermalized to the right and left of s2. Denoting `a the distance between the spot s1 and the
leftmost spins absorbed by the spot s2, we are interested in the perturbative coupling that is
created in between the spot s1 and a spin on the right of s2, at a distance `b of the rightmost
spin absorbed by s2 (see Fig. 8). This spin is thus at a distance `a + `t + `b of the spot s1.
After having fused s2, 4 groups of couplings now interact with the treated resonant spot. The
couplings that are up for elimination are in groups NE and SW (see Fig. 8): those in groups
NW are in contact with the spot s1 to the left, and those in the group SE are in contact with
another resonance s3 (not depicted in Fig. 8). Eliminating the couplings in the NE (resp.
SW ) group creates, upon acting on the couplings in the NW (resp. NE) group, perturbative
couplings linking the resonant spot s1 (resp. s3) to spins to the right (resp. left) of the treated
spot. The two couplings Va and Vb that are of interest in our case are higlighted in purple in
Fig. 8: upon eliminating Vb we create a perturbative coupling Ṽ = [Ab, Va] linking the spot
s1 to a spin at a distance `a + `t + `b. Using (11) we evaluate its typical matrix elements as

m̃ = Kd`tmamb .
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`a `b`t

NENW

SESW

Va Vb

Ṽ = [Ab, Va]

`r2`l2

Figure 8: Derivation of the halting rule

To evaluate ma and mb, we use that the norm of the couplings Va and Vb were preserved
during the non-perturbative rotations used to diagonalize the resonant spot s2. Hence we
have ||Va|| = e−α1`a and ||Vb|| = e−α1(`r2+`b). Furthermore, using the rule (16) we get

||Va|| = mad
b`ad

`t
2 , ||Vb|| = mbd

b`bd
`t
2 ,

which again neglects the possibilities of having a few spins of the N type. Hence we obtain

m̃ = Kd`t
e−α1`ae−α1(`r2+`b)

db`adb`bd`t
= K

e−α1`ae−α1`r2e−α1`b

db`adb`b
.

The norm of the coupling ||Ṽ || is now obtained as, using (16) (note now that the spins in the
treated resonant region are precisely spins of the N type here),

||Ṽ || = db(`a+`b)d`tm̃ = Ke−α1(`a+`b)d`te−α1`r2 .

That can be further simplified by noting that e−α1`r2 is the norm of the last coupling absorbed
by the resonant spot s2. Hence its dimensionless coupling in the end of the non-perturbative

rotations was of order 1, implying d`t e
−α1`

r
2

d`t/2
∼ 1. From this we obtain our final result

||Ṽ || ∼ e−α1(`a+`b)−αt`t , (27)

with

αt =
αc
2

= − log(d)

2
. (28)

Hence the decay through the treated resonant spot is replaced from α1 to αt, while the decay
around remains unaffected. It should be clear that this rule remains valid throughout the RG.
Note that αt < αc (here we actually obtain that it is negative), showing that treated resonant
spots act as ‘shortcut’ that have the potential to delocalize the system. The decay rates αi
introduced in the precedent section are thus taken as αi = αt for spins inside inactive spots,
and αi = α1 otherwise.
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1 2 `0

`0

`r1 `r2`l2`l1 k1 k2

V1

V2

Figure 9: Creation of renormalized untreated spots. Here the coupling V1, with dimensionless
coupling constant given in (29), becomes resonant.

4.5 Effective bare spots

In Sec. 4.3 we have described the mechanism upon which the fusion of a resonant region might
thermalize perturbative couplings attached to it. A possibility that was discarded up to know
is that a perturbative coupling linking two adjacent resonant regions become resonant when
fusing one of the region (see Fig. 9). While these couplings are not generated after the first
set of perturbative rotations, some exist as soon as a resonance has propagated. Consider
two resonance of size k1 and k2 that have eventually both been fused and propagated to their

left and to their right on a distance `
r/l
1/2 (regions already fused, some other spins might be

resonant), initially separated by a distance `0. At that stage the two possible couplings V1

and V2 linking the two resonant regions that are the most likely to be resonant are those
depicted in Fig. 9. Following the usual rules their dimensionless coupling are evaluated as

G1 = d`
l
1+k1+`0+k2+`r2

e−
∑`0−`

l
2

i=1 αi
√
dk1+`l1+`r2dk1+`l1+`r2db(`0−`

r
1−`l2)

G2 = d`
l
1+k1+`0+k2+`r2

e
−

∑`0
i=`r1

αi

√
dk1+`l1+`r2dk1+`l1+`r2db(`0−`

r
1−`l2)

, (29)

where we have used the labelling of the spins as in Fig. 9. If one of the two becomes resonant,
that creates a large resonant spot of size k1+k2+`0+`l1+`r2. Remarkably, fusing this resonant
spot has an effect on the perturbative coupling among it that is equivalent5 to having started
with a bare resonant spot of size k1 + k2 + `0. In the following we will refer to thermal spots
that are constructed in this way as ‘effective bare spots’. The boundaries of an effective bare
spots are the outer boundaries of the original bare spots that created it (e.g. in the example
of Fig. 9 the left boundary is located at spin −2 and the right at spin `0 + 3).

4.6 Summary – Main algorithm

We now formulate our algorithm for a chain of L spins indexed by i ∈ [1, . . . , L] with periodic
boundary condition. Each initial two-body coupling is taken resonant with probability ε > 0

5In our approach the only relevant feature of a thermal region is its level spacing. Note however that, from
a dynamical point of view, an effective bare spot is different from a bare spot, as it takes some time for the
effective bare spot to act as a good bath for its surrounding. In this paper we are only interested in eigenstate
properties, or equivalently infinite-time static properties, for which this effect is not present.
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and we determine the position of all bare resonant spots.

Denoting at any point in the scheme nres ≥ 0 the number of active resonant spots, we
label resonant spots (according to their position in the chain) by k ∈ {1, . . . , nres}. For each
resonance k we keep track of:

1. ikmin and ikmax, the position of the leftmost and rightmost spins included in the resonance;

2. jkmin and jkmax, the minimum and maximum spins on which a non-perturbative rotation
was already applied (with by convention jkmin = ikmax + 1 and jkmax = ikmin − 1 at the
beginning of the scheme);

3. nl
k and nr

k, the norm of the perturbative coupling linking the resonance to the first

non-resonant spin on its left and right (initially n
r/l
k = e−α1);

4. the set T of sites covered by treated (inactive) spots (initially T = ∅).

Other perturbative couplings can be determined using the rule (27). For example the norm
of the perturbative coupling connecting the k−th resonant spot to a spin at a distance ` ≥ 2

is nr
k(`) = nr

ke
−

∑i=ikmax+`

i=ikmax+2
αi

with αi = αt if i ∈ T , and αi = α1 otherwise. Typical matrix
elements are evaluated using their estimate (16) (always supposing ` = `F for simplicity). The
dimension of the space on which the couplings acts can be deduced from the knowledge of the
ikmin, i

k
max j

k
min and jkmax, and from this we determine the dimensionless couplings constants G

(see (12)).

This set of information is enough to run the scheme but to analyze the effective bare spots
distribution and collar distribution we also keep track of: îkmin and îkmax, the leftmost and
righmost spins that consitute the effective bare spot the resonant region originate from (with
at the beginning îkmin = ikmin and îkmax = ikmax).

We alway treat the resonance k whose size ikmax − ikmin is the smallest (if several have the
same size, one is chosen at random). Diagonalizing this resonance means applying a non-
perturbative rotation to the sites in between ikmin and ikmax. We then determine what are the
new couplings that become resonant. These can be either couplings linking the resonance to
the localized material to its left and to its right (following Eq. (23)), or couplings linking the
resonance k to the resonance k + 1 or k − 1 (to its right or to its left, following Eq. (29)).
Several outcomes are thus possible.

1. If no coupling becomes resonant, the resonant region is declared treated. We update
T → T ∪ [ikmin, i

k
max] and nres → nres−1 and relabel the remaining resonances. We store

the size îkmax− îkmin of the effective bare spot that led to this thermal region. The size of
the collar region now thermalized around the spot is evaluated as ikmax − ikmin − (̂ikmax −
îkmin).

2. If some new couplings become resonant (without creating a renormalized bare spot, see
next case), the resonance propagates on some distance to its left and to its right `l/r that
is determined as in Sec. 4.3.2. We update jkmin → ikmin, jkmax → ikmax, ikmin → ikmin − `l,
ikmax → ikmax + `r and n

l/r
k → n

l/r
k (`l/r + 1).
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3. If a coupling linking one resonant region to another one becomes resonant, that creates
a bigger resonant spots. For example if a coupling linking the k−th resonance to the
k+ 1-th resonance becomes resonant, then the two resonant regions are merged and we
update (taking also into account the number `l of spins eventually thermalized by the
resonant region to the left) jkmin → ikmin, jkmax → jk+1

max, ikmin → ikmin − `l, ikmax → ik+1
max,

nr
k → nr

k+1 and nl
k → nl

k(`
l + 1). We also update îkmin → îkmin and îkmax → îk+1

max to keep
track of the effective bare spot. Finally the resonance k + 1 (now taken into account
in k) is destroyed, resonances are relabeled and nres → nres − 1. We proceed similarly
if the resonance must be merged with the resonance k − 1 to its left, or with both (in
which case nres → nres − 2).

The algorithm is iterated until a single resonance remains. In that case it either invade the
remaining of the system (thermal phase), or not (MBL phase).

5 Mean-field flow equations: derivation and critique

In this section we derive mean-field flow equations ‘solving’ the scheme. These flow equations
were already analyzed in [47] and we recall here the results, that will be compared with the
numerical analysis of the scheme in the next section. We also discuss in the end of the section
some aspects missed by the analysis.

5.1 Mean-field hypothesis and flow equations

To perform a mean-field analysis of our scheme, we suppose that resonances of size k: H1)
can always be treated entirely, without ever encountering other active resonant regions; H2)
see an homogeneous localized environment with inverse localization length (for the norm
of perturbative couplings) αk (computed below). With this homogeneity assumption, the
number of spins `k that is included in the region thermalized by resonant spots (this region
includes spins already thermalized by other small resonances) of size k is constant and can be
obtained by replacing α→ αk in (25). We get

`k =
kαc

2(αk − αc)
, (30)

if αk > αc and `k = +∞ otherwise (avalanche instability and first possibility (a) for thermal-
ization). Since a single coupling is resonant with probability ε, the density of bare spots of
size k is εk. If k + 2`k > ε−k resonances of size k percolates when they propagate (second
possibility (b) for thermalization). Otherwise the fraction of space that is covered by treated
(inactive) resonant spot originating from bare spots of size k is given by, at this stage of the
procedure

ρk = εk(k + 2`k) . (31)

We can then write the inverse localization length felt by spots of size k + 1 as, using (27),

αk+1 = (1− ρk)αk + ρkαt , (32)

with αt = −αc/2 the inverse localization length through treated (inactive) thermal region.
We recall that αc = log(d). Combining (30) and (32) with the initial condition (19) for the

bare inverse localization length α1(ε) = − log(Kgd)− bαc = − log(Kd
1+b

C ε) closes the scheme.
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Remark There are thus, from the algorithmic point of view, two possibilities for thermal-
ization (defined as (a) and (b) above). Distinguishing the two is however formal (it only
makes sense within this mean-field approximation) and in the following we will discard the
(b) possibility, always defining ρk by (31) even when k + 2`k > ε−k. In those cases we get
αk+1 < αc and delocalization due to the possibility (a).

5.2 The mean-field transition

The analysis [47] of the flow equations Eq. (30)-(31)-(32) with initial condition α1(ε) =

− log(Kd
1+b

C ε) reveals the existence of two regimes separated by a critical point at εc ∈]0, 1[:

1. For ε < εc, αk converges with limk→∞ αk =: α(ε) > αc. This is the MBL phase.

2. For ε > εc, there is a finite k∗(ε) ∈ N such that αk∗(ε) ≤ αc with αk > αc for k < k∗(ε),
implying that spots of size k∗ thermalize the system. This is the thermal phase.

Exactly at the critical point we get

α(εc) := lim
k→∞

αk(ε) = αc , (33)

showing that (i) the critical point is included in the MBL phase; (ii) the transition is governed
by the avalanche instability. The density of (inactive) thermal spots at the critical point ρc
is found by inverting αc = α1(ε)(1− ρc) + ρcαt: we get ρc = α1(εc)−αc

α1(εc)−αt < 1. The critical point

displays an infinite response property as limk→∞
`k
k = +∞ (with proba 1).

The critical behavior of the transition is at the mean-field level controlled by several (a
priori) independent exponents. On the MBL side we define ν− > 0 as giving the approach of
the inverse localization length α(ε) = limk→∞ αk to its critical value:

α(ε)− αc ∼ (εc − ε)ν− . (34)

Numerical simulations reveal that ν− is non-universal already at the mean-field level (here all
non-universality is included in α1(ε)), with always 1/2 < ν− < 1. From the thermal side we
find that k∗(ε) diverges logarithmically and we define an exponent ν+ as

k∗(ε) ∼
ν+

log(εc)
log(ε− εc) , (35)

also found to be non-universal at mean-field with ν+ ∈ [1, 2]. Finally the critical nature of the
critical point manifests itself in the thermal (inactive) spot distribution at criticality: denoting
Sk = k + 2`k the size of thermal spots we find that the Sk are distributed as

p(S) ∼ S−τ , τ = 3 . (36)

Away from the critical point the thermal spot distribution is cut off at an ε−dependent
value S∗−(ε) ∼ (εc− ε)−ν− . Finally denoting ptherm(L, ε) the probability to observe a chain of
length L in the thermal phase, we find at the mean-field level the asympotic behavior (always
understood as valid up to sub-leading corrections)

ptherm(L, ε) ∼L→∞





e−L(εc−ε)ν− ε < εc

L−β ε = εc

1− e−L(ε−εc)ν+ ε > εc ,
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with β = τ − 2 = 1. Note that this makes impossible the use of single parameter scaling
ansatz of the form ptherm(L, ε) ∼ 1

Lβ
G(L(ε− εc)ν) with G a scaling function. We compare in

Sec. 6 these results with numerical simulations of the true scheme, and in the remaining of
this section we discuss the (non-)validity of the approximation performed at the mean-field
level.

Remark It can be noted that the mean-field results for ν± break the rigorous Chayes-Harris
bound of [49]. We will see in Sec. 6 that that is no longer the case for the full scheme.

5.3 Critic and possible improvements of the mean-field analysis

5.3.1 A non-trivial first passage time problem

An obvious simplification made in the mean-field analysis is the homogeneity assumption
(H2). In practice, the distribution p(`k) of the number of spins thermalized by spots of size k
is non-trivial. Away from the critical point, at large scales, it is clear that the self-averaging
assumption is correct and we expect (30) to be satisfied with probability 1. Close to criticality
however, fluctuations remain important and one expects `k to display a broad (power-law)
distribution. Let us first note that if the random variables αi were bounded and independently
distributed one could use a Brownian approximation for the solution of the first passage time

problem (26). That would lead to, noting δαk = αi − αc and σk =

√
α2
i

c

p(`k) =
kαc

2
√

2πσk`
3/2
k

e
− (kαc/2−δαk`k)

2

2σk`k .

Taking the average value, one retrieves that `k is given by the mean-field prediction (30).
Note however that close to criticality δαk → 0 while fluctuations σk grows and the average
`k is dominated by rare events and is much larger than the typical value `typ

k . The use of the
Brownian approximation is however clearly inconsistent since, although the αi are bounded,
they exhibit long-range correlations at criticality (since αi = αt for all spins inside an inactive
spot). Our problem is thus closer to a first passage time problem for a random walker with
power-law distributed jumps, a highly non trivial problem (see [50] for review and [51] for
a rare solvable case). Despite this, it would still seem that taking the mean-field prediction
(30) for the average `k is not an obviously wrong approximation. The mean-field analysis is
however plagued by a second issue that we now discuss.

5.3.2 Effective bare spots

In the mean-field analysis we suppose that spots of size k can be entirely diagonalized without
ever merging with another active spots (H1). However, such processes occur and, in those
cases, our procedure requires to treat these new, larger spots, later on in the diagonalization
procedure. In fact, we noted in Sec. 4.5 that merging two active spots creates a larger active
spot that affects the rest of the system as if one had started with an effective bare spot with
boundaries the outer boundaries of the bare spots we started with. These events occur at any
scale, dramatically modifying the probability to observe a bare spot of size k from εk to pb(k),
the probability to observe an effective bare spot of size k. Given an exact formula for pb(k),
it seems reasonable to modify the mean-field analysis by changing εk → pb(k). However, as
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we now explain, the determination of pb(k) close to the critical point is an extremely difficult
problem.

As a simple example consider first two initial resonant spots of size 1 separated by ` spins.
From the general rules of our scheme, these resonances should be treated simulatenously.
If they are far engouh, these resonances both thermalize a region of size `1 given by (30).
However, if ` ≤ 2`1 the two resonant regions merge, creating a large resonant region of size
2 + 4`1. This region has an effect that is equivalent to having started with and effective bare
spot (EBP) of size 2 + ` (the two initial bare spots and the thermalized space in between).
If ` = `1, we create in such a way an EBP of size 2 + 2`1, that is the maximum size of a
EBP that can be created from two bare spots of size 1. The appearance of such an EBP is
much more likely to occur than having at the beginning 2 + 2`1 consecutive resonant bounds
(ε2 � ε2+2`1). Two such EBPs can now be used to create a larger EBP. An EBP of size 2+2`1
can thermalize a region that is devoted of any resonance on a distance `c = (2 + 2`1) × `1.
Using two EBPs of size 2 + 2`1 at a distance ` = 2× (2 + 2`1)`1 from one another one obtains
a EBP of size 2 × (2 + 2`1) + 2 × (2 + 2`1)`1. Repeating this construction recursively and
arranging bare spots of size 1 in a fractale way we obtain that an EBP of size (2(1 + `1))n

with n ≥ 1 can be obtained using 2n bare spots of size 1. This is the smallest number of bare
spots that needs to be used to create such a large EBP. We thus obtain that, to lowest order
in ε, pb((2(1 + `1))n) = ε2n . Generalizing to any k we obtain, to lowest order in ε,

pb(k) ' εkγ , γ =
1

1 + log(1+`1)
log(2)

< 1 . (37)

For larger ε, more bare spots can be used to create an EBP more efficiently (having a bare
spot in region of size 1/ε does not ’cost’ any probability). In the MBL phase ε < εc, one
expects the inverse localization length to converge at large k to a value α(ε) > αc. One can
then think of modifying the estimate (37) by renormalizing the localization length: we replace
α1 (hidden in `1) to α(ε) and obtain

pb(k) ' εkγ(ε) , γ(ε)−1 = 1 +
log(1 + αc

2(α(ε)−αc))

log(2)
, (38)

i.e. a stretched exponential decay with an exponent γ(ε) converging to 0 as the critical
point is approached. This should however only be valid asymptotically for ε < εc fixed.
One expects that for smaller k (and for any k at the critical point), pb(k) takes a power-law
form, that is related to the distribution of p(`k′) for k′ ≤ k. For example one always expect
that pb(k + 2`typ

k ) ≥ pb(k)2, but `typ
k appears difficult to evaluate since the first passage time

problem (26) is basically unsolvable. We do not go further in this direction here.

Remark Note that combining this stretched exponential decay of the effective bare spots
probability throughout the MBL phase with the considerations of [47] leads to the prediction
that average correlators in eigenstates decay as stretched exponentials in the MBL phase.
Such a behavior was already predicted from the phenomenological RG analysis of [34]. We
note that the physical reason for the occurrence of a stretched exponential decay in the MBL
phase is in our case is the same as in [34]: thermal inclusions exist in the MBL phase and the
probability of observing a thermal inclusion of length k decays subexponentially with k due
to their fractale structure.
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6 Numerics

We performed numerical simulations of our scheme following the algorithm of Sec. 4.6. We
consider chains of length L with periodic boundary conditions and initial two-body cou-
plings are declared resonant with probability ε. We take for the bare inverse localization
length α1(ε) = − log(ε), which simply amounts to a choice of the constant C,K of Sec. 4 as
K
C d

1+b = 1. The decay of the norm of perturbative operators through treated resonant region
is taken as αt = −αc/2, as was evaluated using microscopically motivated rules in Sec. 4.
We perform simulations for system of size L ∈ {250, 500, 1000, 2000, 4000, 8000, 16000}, and
ε in the range ε ∈ [0.06, 0.26]. Averages over disorder are performed using 5 × 105 samples
for ε ∈ [0.168, 0.172] and 2 × 105 samples otherwise. A cartoon illustrating the algorithm
is given in Fig. 10. We compare the numerical results to the prediction of the mean-field
analysis ([47] and Sec. 5) focusing on several observables: the probability to observe the chain
in the thermal phase (Sec. 6.1), the typical localization length (Sec. 6.2), the distribution of
inactive thermal spots in localized samples (Sec. 6.3) and the distribution of effective bare
spots (Sec. 6.4).

6.1 Thermal probability

The scheme is runned for each sample and we determine whether or not the system is in the
MBL or in the thermal phase. That allows the determination of ptherm(L, ε), the probability
of observing the system in the thermal phase for a given (L, ε). Its linear and logarithmic plots
are shown in Fig. 11. While it would naively appear that the curves exhibit a crossing point
around ε = 0.17, zooming in on the curve reveals that the crossing point shifts (see Fig. 12):
ptherm(L, ε) and ptherm(2L, ε) are equal for an L-dependent value ε(L) with ε(L) > 0.172 for
L = 250 and ε(L) < 0.170 for L = 8000. The value of the probability at the crossing point
shifts towards 0 with ptherm(L, ε(L)) ' (3.3 ± 0.1) × 10−2 for L = 250 and ptherm(L, ε(L)) '
(1.2 ± 0.1) × 10−2 for L = 8000. That is coherent with the existence of a critical point εc
smaller than 0.17 such that

lim
L→∞

ptherm(L, ε) = 0 for ε ≤ εc
lim
L→∞

ptherm(L, ε) = 0 for ε > εc ,

and the transition appears in this sense continuous from the MBL side but discontinuous from
the thermal one. Getting a precise estimate of the position εc of the critical point from the
datas for ptherm(L, ε) is difficult and we evaluate it from the study of the localization length
as εc ' 0.169 ± 0.001 (see next section). Indeed, important finite size effects exist on the
thermal side: while on the MBL side ε ≤ εc, ptherm(L, ε) monotonously decreases with L,
on the thermal side ε > εc, ptherm(L, ε) first decreases with L up to a scale L+(ε), before it
starts increasing (see Fig. 12). The scale L+(ε) diverges as ε → ε+

c . This scale plays a role
similar to the scale ε−k∗(ε) in the mean-field analysis [47]: for small L and on the thermal
side, the system first think that he is in the MBL phase, before thermal spots large enough
to delocalize the system appear. Such important finite size effects on the thermal side were
already discussed in the MBL context in [36], but also reminds us of the case of Anderson
localization on random regular graphs [52, 53]. We report a discussion of the finite size scaling
analysis of these datas to Sec. 6.5.
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Figure 10: Cartoon of the RG process for chains of length L = 16000 and ε = 0.15 (left),
ε = 0.169 (middle) and ε = 0.2. At the beginning the chain contains perturbative (blue) and
active thermal regions (red). The non-perturbative diagonalization of an active thermal spot
either leads to a propagation of the spot or renders the spot inactive (green). For ε = 0.15
the final chain contains both perturbative and (inactive) thermal regions. At the critical
point ε ' 0.169 the final chain look strongly inhomogeneous with large (inactive) thermal
spots included in perturbative regions. Above the critical ε = 0.2 the chain is fully thermal.
The diagonal structures that can be distinguished are due to the fact that the algorithm first
diagonalize resonant regions of size 1 in order of appearance along the chain, before starting
to diagonalize resonant regions of size 2 and so on.
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Figure 11: Left: Linear plot of ptherm(L, ε), the probability of observing the system in the
thermal phase. Right: Logarithmic plot of ptherm(L, ε). Error-bars are 3−sigma Gaussian
estimates.
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Figure 12: Left: Plot of ptherm(L, ε) for ε ∈ [0.168, 0.174]: the crossing point shifts towards the
bottom left of the picture, in agreement with our prediction that the critical point is localized.
Right: Non-monotonic behavior of ptherm(L, ε) as a function of L for ε slightly larger than
the critical point: ptherm(L, ε) first decreases up to a scale L+(ε) that diverges as ε → ε+

c .
Error-bars are 3−sigma Gaussian estimates.

6.2 Localization length

For sample in the MBL phase, we evaluate the inverse localization length α at the end of
the procedure as α = (1 − ρ)α1(ε) + ραt, with ρ ∈]0, 1[ the fraction of sites in inactive
spots. The average α(L, ε) (note that this is here an average conditioned on being in the
MBL phase) is plotted on Fig. 13. Comparing this with Fig. 11, this clearly confirms our
scenario of having a transition driven by the avalanche instability with at the critical point
α(+∞, εc) = αc ' 0.69 and εc around 0.170. The fact that the critical point must be
localized with α(+∞, εc) = αc was argued based on the mean-field analysis (see [47] and
Sec. 5) but can easily be argued to hold more generally within our scheme. Based on this
observation that is now confirmed by numerical simulations, we measure the position of the
critical point by studying the function εc(L) defined by α(L, εc(L)) = αc, which satisfy by
construction limL→∞ εc(L) = εc. Our datas appear coherent with εc(L) ' εc + C/

√
L with

εc ' 0.169 ± 0.001 and C ' 1.17 (se Fig. 13). Taking this value as the definition of the
critical point, we measure the convergence of the localization length at the critical point to
its critical value. Our datas are coherent with the scaling form α(εc, L) ' 0.68 + 1.5/L1/5, in
satisfying agreeement with αc = log(2) ' 0.69. Note that this also implies that the density

of inactive spots at the critical point is ρc = α1(εc)−αc
α1(εc)−αt ' 0.51. Let us also mention here that

the mean-field analysis of Sec. 5 predicts a critical point at εMF
c ∼ 0.177, not too far from the

true value.

6.3 Inactive spot distribution

We study pL,ε(S), the distribution of ergodic (inactive) spots in the end of the diagonalization
procedure for systems of size L and bare spot probability ε, again conditioned on the system
being in the MBL phase. For ε ≤ εc our results suggest (for S � 1, we do not study the small
scales) the rather unusual scaling behavior

pL,ε(S) ∼ 1

Sτ(ε)
F1(ε, S/S∗−(ε))F2(S/L) , (39)
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Figure 13: Left: Plain lines and markers: measured average localization length for MBL
sample. The black-dashed line corresponds to αc, the blue-dashed one to the bare inverse
localization length α1(ε). Right: Study of εc(L), defined as α(L, εc(L)) = αc. The extrapo-
lated limit limL→∞ εc(L) gives our measurement of the critical point. Error-bars smaller than
marker size.
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Figure 14: Measurement of
∫
S4pL,ε(S)dS/

∫
S3pL,ε(S)dS below criticality. For large L �

S∗−(ε) that gives a measurement of S∗−(ε). For smaller L that exhibits the cutoff due to the
finite system size in (39). The dashed-line is a power-law behavior 1/(εc − ε)2.2

a power-law distributions that is cutoff at large scales by two mechanism (never seen simulate-
neously). The power-law exponent appears to vary continuously in the MBL phase with for
example τ(0.164) ' 2.6± 0.1 and τ(εc) ' 2.25± 0.1. The cutoff F2(S/L) is due to the finite
system size and F2(y) is a scaling function with F2(0) = 1 and F2(y) quickly decaying to 0 for
y larger than 1. The second cutoff scale S∗−(ε) only depends on ε and diverges as ε→ ε−c . The
cutoff function itself appears to vary continuously with ε and exhibit a stretched exponential
decay F1(ε, y) ∼ e−y

γ̂(ε)
with 0 < γ̂(ε) < 1 and γ̂(ε) deaying with ε. Assuming6 that S∗−(ε)

can be measured using S∗−(ε) ∼
∫
S4pL,ε(S)dS/

∫
S3pL,ε(S)dS for S∗−(ε) � L, our datas ap-

pear coherent with S∗−(ε) ∼ (εc − ε)−2.2±0.2 (see Fig. 14). Comparing with the mean-field
results of [47] (recalled in Sec. 5) that gives a measurement of the exponent ν− ' −2.2± 0.2,
now in agreement with the Chayes-Harris bound [49].

6That is not exactly correct since the ε dependence of the cutoff function F1(ε, y) can in principle also
contributes to the divergence of high order moments of pε,L=+∞(S).
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Figure 15: Left: Distribution of inactive spots far below criticality, for ε = 0.06. Right:
Distribution of inactive spots close but below criticality, for ε = 0.164. The blue-dashed line
corresponds to a power-law p(S) ∼ S−2.6.
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Figure 16: Distribution of inactive spots at criticality, for ε = 0.169. The red-dashed line
corresponds to a power-law p(S) ∼ S−2.25.

Exactly at criticality and for an infinite system we obtain a pure power-law decay

lim
L→∞

pL,εc(S) ∼ 1/Sτ(εc) , (40)

with τ(εc) ' 2.25 ± 0.1. That should be compared with the MF result (see [47] and Sec. 5)
where we obtained τ(εc) = 3. Above the critical point, we observe the emergence of a
new power law at intermediate scales. Our results suggest the following: there is another
diverging length scale S∗+(ε) with limε→ε+c S

∗
+(ε) = +∞ such that: For S � S∗+(ε) we still

observe a power-law that can be consistent with the one measured at the critical point, i.e.
pL,εc(S) ∼S�S∗+(ε) 1/Sτ(εc). For S � S∗+(ε) there appears a new power-law pL,εc(S) ∼ 1/Sτ2

with a power-law exponent that is measured as τ2 = 2 ± 0.1. Finally for S ∼ L we again
observe a cutoff similar to the subcritical regime. We plot pL,ε(S) for ε = 0.06 deep in the
MBL phase, close to the critical point on the MBL side for ε = 0.164 (Fig. 15), at the critical
point ε = 0.169 (Fig. 16), and above the critical point at ε = 0.171 and ε = 0.182 (Fig. 17).

Let us now discuss these results. Below criticality, the presence of the first cutoff F1(ε, S/S∗−(ε))
with a continuously varying streched exponential exponent should be expected from our dis-
cussion of Sec. 5.3.2. The divergence of S∗−(ε) should be related to the convergence of α(∞, ε)
to αc for ε → ε−c but is not studied here. The second cutoff F2(S/L) (that is only seen
sufficiently close to the critical point when S∗−(ε) ≥ L) is due to the conditioning on being in
the MBL phase: sample with an inactive spot of a size comparable to the system size are very
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Figure 17: Left: Distribution of inactive spots slightly above criticality, for ε = 0.171. The
red-dashed line corresponds to a power-law p(S) ∼ S−2.25, the black-dashed line to a power-
law p(S) ∼ S−2. Right: Distribution of inactive spots above criticality, for ε = 0.182. The
black-dashed line corresponds to a power-law p(S) ∼ S−2.

likely to end up in the thermal phase. At first sight the apparent existence of a continuously
varying power-law exponent is somewhat surprising. However, we discussed in Sec. 4.3.4 the
relation between our problem and a first passage time problem for a discrete time random
walk. Approaching criticality, the distribution of the αi (jump of the random walker) exhibits
power-law correlations (since αi = αt for all i inside an inactive spot). In [51] it was shown
that the power-law exponent of the distribution of first passage times for a drifted random
walker with Levy distributed jumps varies continuously with the drift. Making the parallel
with our case, our finding is thus not so surprising. For that reason we also expect τ(ε) to be
non-universal, even at the critical point. The fact that it is bounded as τ(εc) > 2 is however
expected. In the infinite system at criticality p(ε) ∼ 1/Sτ(S). Taking any finite portion of size
L of the infinite system, one expects that the probability p̃(L) that the portion is included
in an inactive spot scales as p̃(L) ∼

∫
S>L(S − L)pL=+∞,εc(S)dS ∼ L2−τ(εc)F1(ε, L/S∗−(ε)).

Since the critical point is localized, one expects this probability to decay to 0, hence the
bound τ(εc) > 2. Above criticality, the appearance of a new exponent τ2 ≤ 2 is for the same
reason not surprising, otherwise p̃(L) ∼ L2−τ2 would converge to 0, in contradiction with the
assumption of being in the thermal phase. Our datas suggest exactly τ2 = 2 (marginal case)
but we do not have a clear explanation for this fact. Finally the fact that this new power-law
is only observed for large enough S ≥ S∗+(ε) with a diverging scale S∗+(ε) should be thought
of in analogy with the non-monotonic behavior of ptherm(L, ε) as a function of L for ε > εc.

6.4 Bare spots distribution

For each spot that becomes inactive during the RG, we also store the size of the effective
bare spot it originates from, and investigate the effective bare spots distribution pε,Lb (k) (here
not conditioned on being in the MBL phase). We find a behavior similar to the inactive
spot distribution, and we only give here the main difference. Below criticality one observes a
power-law with an exponent τb(ε) that is continuously varying with ε and cutoff at an epsilon-
dependent cutoff and at another L−dependent cutoff. This L dependent cutoff k∗(L) does
not diverge linearly with the system size but rather as L0.8±0.05. At criticality, the power-law
exponent is measured as τb(εc) ' 2.9 ± 0.1 (see Fig. 18). Going above criticality, we do not
observe important change in this exponent. Well above criticality, one observes a new cutoff
smaller than k∗(L) and that diminishes as ε grows. This is likely due to the fact that too big
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Figure 18: Effective bare spots distribution at criticality. The dashed-line corresponds to a
power-law ∼ 1/k2.9.
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Figure 19: Left: Logarithmic plot of ptherm(L, εc). The dashed-line corresponds to the power-
law 1/L0.25, in agreement with our measurement of τ(εc) and the scaling conjecture (41)-(42).
Error-bars are 3−sigma Gaussian estimates. Right: Scaling collapse of ptherm(L, ε) above the
critical point according to (43) using here ν+ = 2.6. Markers correspond to our datas, the
dashed-line is a guide to the eye. Error-bars smaller than marker size.

effective bare spots are then never completely diagonalized.

6.5 Finite size scaling of the thermal probability

Below criticality we can identify ptherm(L, ε) with the probability to observe in the infinite
system a finite portion of size L inside an ergodic spot. That leads to ptherm(L, ε) ∼

∫
S>L(S−

L) pL=+∞,ε(S)dS and

ptherm(L, ε) ∼ 1

La(ε)
F1(ε, L/S∗(ε)) , (41)

with

a(ε) = τ(ε)− 2 . (42)

Hence it appears meaningless to try fitting ptherm(L, ε) with a single-parameter scaling form
in the MBL phase. Exactly at criticality this predicts ptherm(L, εc) ∼ 1

La(εc)
with a(εc) '

0.25± 0.1 (from our previous measurement of τ(εc)). This is confirmed in Fig. 19.
Above criticality, one cannot either obtain a scaling form for ptherm(L, ε) working ∀ε ≥ εc

and ∀L� 1, as was already the case in the mean-field analysis. Still, our datas are consistent
with the scaling form

ptherm(L, ε) = G+((ε− εc)L1/ν+) , (43)
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valid for ε > εc and (ε−εc)L1/ν+ of order 1. The scaling function G+(y) satisfies G+(y) ∈ [0, 1],
G+(0) = 0 and G+(+∞) = 1. The fit of our datas according to (43) is shown on Fig. 19 and
we obtain ν+ ' 2.6 ± 0.1. Note that, contrarily to the mean-field predictions, this value is
now in agreement with the Chayes-Harris bound [49]. For (ε− εc)−ν+ � L� 1 one expects
the scaling ptherm(L, ε) ∼ 1/La(εc) as for MBL system at criticality.

7 Conclusion

Taking the eigenstate thermalization hypothesis has an effective description of ergodic inclu-
sions in MBL systems has remarkable consequences for localization physics, the main one
being the instability of localization with respect to the inclusion of ergodic grains [54, 46]. In
this work and in [47] we have shown that this instability drives the MBL/ETH transition. The
main consequence for the critical behavior is that the critical point is localized, on the verge of
stability, with infinite response properties with respect to the inclusion of ergodic spots. We
showed that this implies a breakdown of single parameter scaling around the transition, and
through numerical analysis and the link between our work and first passage time problems,
suggested that the critical exponents characterizing the transition are non-universal. While
our scenario implies a bound on the typical localization length in the MBL phase that is
saturated at the transition, we exhibited (mostly discussed in [47]) several diverging length
or time scales: the average localization length and eigenstate correlation length in the MBL
phase , also linked to the cutoff of the distribution of ergodic inclusions; the length scale at
which avalanches are seen in the thermal phase, related to the average eigenstate end-to-end
correlation length; the thermalization time on the thermal side.

Interesting directions for future research are new checks of our working hypothesis or the
study of the MBL/ETH transition in quasi-periodic systems where the nature of the transition
could be different [30].
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